ABSTRACT. Let \( \{X_{nk} : 1 \leq k \leq n, n \geq 1\} \) be a triangular array of row-wise exchangeable random elements in a separable Banach space. The almost sure convergence of \( n^{-1/p} \sum_{k=1}^{n} X_{nk} \) for \( 1 \leq p < 2 \), is obtained under varying moment and distribution conditions on the random elements. In particular, strong laws of large numbers follow for triangular arrays of random elements in (Rademacher) type \( p \) separable Banach spaces. Consistency of the kernel density estimates can be obtained in this setting.
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1. INTRODUCTION AND PRELIMINARIES.

Blum et al. [1] obtained central limit theorems for arrays of exchangeable random variables using a version of de Finetti's theorem which implied that an infinite sequence of exchangeable random variables is a mixture of sequences of independent, identically distributed random variables. Taylor [2] used similar techniques in obtaining weak and strong convergence results for arrays of random elements which are row-wise exchangeable. Using martingale methods, Weber [3] developed central limit results for triangular arrays of random variables which were row-wise exchangeable. His methods did not require infinite exchangeability or the de Finetti representation. In this paper, almost sure convergence is obtained for \( \frac{1}{n} \sum_{k=1}^{n} X_{nk} \) and \( n^{-1/p} \sum_{k=1}^{n} X_{nk} \) in separable Banach spaces using martingale methods. These results
are for triangular arrays, and hence only finite exchangeability in each row is required. By assuming convergence in mean for each column, the hypothesis of the previously cited limit theorems are substantially relaxed.

Let \( E \) denote a real separable Banach space with norm \( \| \cdot \| \). Let \((\Omega, A, P)\) denote a probability space. A random element \( X \) in \( E \) is a function from \( \Omega \) into \( E \) which is \( A \)-measurable with respect to the Borel subsets of \( E \), \( \mathcal{B}(E) \). The \( p \)-th absolute moment of a random element \( X \) is \( E\|X\|^p \) where \( E \) is the expected value of the (real-valued) random variable \( \|X\|^p \). The expected value of \( X \) is defined to be the Bochner integral (when \( E\|X\| < \infty \)) and is denoted by \( EX \). The concepts of independence and identical distributions (i.i.d.) have direct extensions to \( E \). The random elements \( \{X_1, \ldots, X_n\} \) are said to be exchangeable if the joint probability law of \((X_1, \ldots, X_n)\) is permutation invariant, that is, for each permutation \( \pi \) of \( \{1, \ldots, n\} \)

\[
P[X_1 \in B_1, \ldots, X_n \in B_n] = P[X_{\pi 1} \in B_1, \ldots, X_{\pi n} \in B_n] \tag{1.1}
\]

for each \( B_1, \ldots, B_n \in \mathcal{B}(\mathbb{R}) \). Clearly i.i.d. random elements are exchangeable but not conversely. Moreover, letting \( B_{k+1} = \ldots = B_n = \mathbb{R} \) for \( 1 \leq k \leq n \) in (1.1) shows that all joint probability laws are the same and that exchangeable random elements are identically distributed. Finally, a subset \( B \) of \( E \) whose boundary \( \partial B \) satisfies \( P(\partial B) = 0 \) is called a \( P \)-continuity set.

2. STRONG LAWS OF LARGE NUMBERS FOR TRIANGULAR ARRAYS.

The main result of this section is a strong law of large numbers. Moment conditions and a measure of nonorthogonality condition will be assumed on the distributions of the random elements. Throughout this section \( \{X_{nk}: 1 \leq k \leq n, n \geq 1\} \) will denote an array of random elements in a separable Banach space \( E \) which are row-wise exchangeable.

First, two preliminary results will be presented for later use in Sections 2 and 3. The first result shows that the infinite sequence, formed by the convergence in \( r \)-th mean of each column of the triangular array, is exchangeable when each row consists of exchangeable random elements. This allows the application of a version of de Finetti's theorem to the limit sequence.

**Lemma 1.** Let \( \{X_{nk}: 1 \leq k \leq n, n \geq 1\} \) be an array of random elements which are row-wise exchangeable. If the random elements converge in the \( r \)-th mean to \( X_{nk}(r > 0) \) for each \( k \), then the sequence \( \{X_{nk}: k \geq 1\} \) is exchangeable.
PROOF: Consider the set \( \{X_{n1}, \ldots, X_{nk}\} \subseteq \{X_{n1}, \ldots, X_{nn}\} \) and the vector 
\( (X_{n1}, \ldots, X_{nk}). \) If \( X_{ni} = X_{nk}, 1 \leq i \leq k, \) then \( (X_{n1}, \ldots, X_{nk}) = (X_{o1}, \ldots, X_{ok}). \) Hence, \( (X_{n1}, \ldots, X_{nk}) \) \( \overset{d}{=} \) \((X_{o1}, \ldots, X_{ok}). \) For each \( P_{e} \) - continuity set \( A_{i} \) of \( 1 \leq i \leq k, \) \( \{4\} \) pp. 26-27, \( P[X_{n1} \in A_{1}, \ldots, X_{nk} \in A_{k}] = P[X_{o1} \in A_{1}, \ldots, X_{ok} \in A_{k}] \) for each permutation \( \pi \) of \( (1, \ldots, k). \) Hence, \( P[X_{n1} \in A_{1}, \ldots, X_{nk} \in A_{k}] = P[X_{o1} \in A_{1}, \ldots, X_{ok} \in A_{k}] \) \( \text{as} \ n \to \infty \) for all \( A_{1}, \ldots, A_{k} \) which are \( P_{e} \) - continuity sets. Since the limits are unique, and the \( P_{e} \) - continuity sets form a determining class, it follows that 
\( P[X_{o1} \in B_{1}, \ldots, X_{ok} \in B_{k}] = P[X_{o1} \in B_{1}, \ldots, X_{ok} \in B_{k}] \) 
for all \( (B_{1}, \ldots, B_{k}) \in B(E_{k}). \) Thus, \( (X_{o1}, \ldots, X_{ok}) \) and \( (X_{o1}, \ldots, X_{ok}) \) have identical joint distributions. Hence, the sequence \( (X_{ok}: k \geq 1) \) is exchangeable. ///

REMARK. Note that the convergence of the joint distributions is sufficient in the proof of Lemma 1. Unfortunately, this is not implied by convergence in distribution in each column.

For arrays where each row is an infinite sequence of exchangeable random elements, Olshen \[5\] showed that de Finetti's theorem implied that for each \( n \)
\( P(B_{n}) = \int_{F} P_{e}(B_{n}) d\mu_{n}(P_{e}) \) \( (2.1) \)
where \( F \) denotes the collection of probabilities on the Borel subsets of \( E \) and \( P_{e}(B_{n}) \) is the probability of \( B_{n} = [g(X_{n1}, \ldots, X_{nn}) \in B_{n}] \) (where \( g: E^{n} \to E \) is a Borel function) computed under the assumption that \( \{X_{nk}: k \geq 1\} \) are independent, identically distributed random elements and \( \mu_{n} \) is the mixing measure defined on \( B(F). \) The next result shows that if \( \{X_{nk}: 1 \leq k \leq n, n \geq 1\} \) are row-wise exchangeable random elements which converge in the second mean for each \( k \) and \( E[f(X_{n1}) f(X_{n2})] \to 0 \) as \( n \to \infty \) then \( E[f(X_{o1}) f(X_{o2})] = 0 \) and \( E_{e}(X_{o1}) = 0 \) where \( E_{e} \) is the expectation with respect to \( P_{e}. \) Moreover, it also follows that \( EX_{o1} = 0. \)

LEMMA 2. Let \( \{X_{nk}: 1 \leq k \leq n, n \geq 1\} \) be an array of row-wise exchangeable random elements in a separable Banach space such that \( \{X_{nk}\} \) converges in the second mean to \( X_{ok} \) for each \( k. \) If for each \( f \in E^{*} \)
\( \rho_{n}(f) = E[f(X_{n1}) f(X_{n2})] \to 0 \) as \( n \to \infty, \)
then
\( (i) \quad E[f(X_{o1}) f(X_{o2})] = 0, \)
(ii) \( E_\nu(X_{\omega_1}) = 0 \) for \( P_\nu \) with \( \mu_\omega \)-probability one, and

(iii) \( E(X_{\omega_1}) = 0 \).

**Proof.** Since \( X_{nk} \to X_{\omega k} \) for each \( k \), it is clear that

\[
\sup_n E ||X_{nk}||^2 < \infty \text{ and } E ||X_{\omega k}||^2 < \infty \tag{2.2}
\]

for each \( k \). Using (2.2) and convergence in the 2nd mean, for each \( f \in E^* \)

\[
|E[f(X_{n1})f(X_{n2})] - E[f(X_{\omega 1})f(X_{\omega 2})]| \\
\leq |E[f(X_{n1})f(X_{n2})] - E[f(X_{\omega 1})f(X_{n2})]| \\
+ |E[f(X_{\omega 1})f(X_{n2})] - E[f(X_{\omega 1})f(X_{\omega 2})]| \\
\leq E(||f(X_{n1}) - f(X_{\omega 1})||f(X_{n2})||f(X_{n2})) \\
+ E(||f(X_{n2}) - f(X_{\omega 2})||f(X_{\omega 1})||f(X_{n2})) \\
\leq ||f||^2[E(||X_{n1} - X_{\omega 1}||||X_{n2}||) + E(||X_{n2} - X_{\omega 2}||||X_{\omega 1}||)] \\
\leq ||f||^2[(E(||X_{n1} - X_{\omega 1}||^2)^{1/2}(E||X_{n2}||^2)^{1/2}] \\
+ (E(||X_{n2} - X_{\omega 2}||^2)^{1/2}(E||X_{\omega 1}||^2)^{1/2}] \tag{2.3}
\]

which goes to 0 as \( n \to \infty \) by hypothesis (i). Thus,

\[
E[f(X_{\omega 1})f(X_{\omega 2})] = 0.
\]

Since convergence in the second mean implies convergence in mean, it follows from Lemma 1 that the sequence \( \{X_{\omega k} : k \geq 1\} \) is exchangeable. Also, it follows from (2.1) that

\[
0 = E[f(X_{\omega 1})f(X_{\omega 2})] \\
= \int_F E_\nu[f(X_{\omega 1})f(X_{\omega 2})] \, d\mu_\omega(P_\nu) \\
= \int_F [E_\nu(f(X_{\omega 1}))]^2 \, d\mu_\omega(P_\nu)
\]

which implies that \( E_\nu f(X_{\omega 1}) = 0 \) \( \mu_\omega \)-a.s. for each \( f \in E^* \). Since the Bochner integral implies the Pettis integral in a separable space, \( E(E_\nu(X_{\omega 1})) = E_\nu(f(X_{\omega 1})) = 0 \) \( \mu_\omega \)-a.s. for each \( f \in E^* \) which implies that \( E_\nu(X_{\omega 1}) = 0 \) \( \mu_\omega \)-a.s. by the Hahn-Banach theorem and the separability of \( E \). Also,

\[
EX_{\omega 1} = \int_F E_\nu(X_{\omega 1}) \, d\mu_\omega(P_\nu) = 0. \quad ///
\]

**Remark.** Note from (2.3) in the proof of Lemma 2 that for uniformly bounded random elements, convergence in the mean suffices. It is also interesting to note
that the conclusions of Lemma 2 do not necessarily imply that \( \{X_{ok} : k \geq 1\} \) is a sequence of i.i.d. random elements.

The final result of this section is a strong law of large numbers for triangular arrays of random elements which are row-wise exchangeable. Define

\[
\begin{align*}
U_{nn} &= \sigma(\varepsilon^n_{n+k} X_{nk}, \varepsilon^{n+1}_{k} X_{n+k+1}, \ldots) \quad \text{and} \\
U_{on} &= \sigma(\varepsilon^n_{k} X_{ok}, \varepsilon^{n+1}_{k} X_{o+k+1}, \ldots) \cup U_{nn} \quad (2.4)
\end{align*}
\]

It can be easily shown that if \( \|X_{n1} - X_{o1}\| \geq \|X_{(n+1)1} - X_{o1}\| \) for each \( n \) and \( X_{nk} \xrightarrow{a.s.} X_{ok} \) for each \( k \), then

\[
E(\|X_{nk} - X_{ok}\| | U_{on}) \rightarrow 0 \quad \text{a.s.} \quad (2.5)
\]

Using (2.4), a modification of Kingman's [6] and Weber's [3] results show that

\[
\frac{1}{n} \varepsilon^n_{k} X_{nk} = E(X_{n1} | U_{nn}) = E(X_{n1} | U_{on}) \quad \text{a.s. and}
\]

\[
\frac{1}{n} \varepsilon^n_{k} X_{ok} = E(X_{o1} | U_{on}) \quad \text{a.s.} \quad (2.6)
\]

**Theorem 1.** Let \( \{X_{nk} : 1 \leq k \leq n, n \geq 1\} \) be an array of random elements in a separable Banach space. Let \( \{X_{nk}\} \) be row-wise exchangeable for each \( n \) and let \( U_{nn} \) and \( U_{on} \) be the \( \sigma \)-fields defined in (2.4). Let \( \{X_{nk}\} \) converge in the second mean for each \( k \) and \( \|X_{n1} - X_{o1}\| \geq \|X_{(n+1)1} - X_{o1}\| \) for each \( n \). If

\[
\rho_n(f) = E[|f(X_{n1}) - f(X_{o1})|] \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty \quad \text{for each} \quad f \in \mathcal{E}^*,
\]

then

\[
\frac{1}{n} \varepsilon^n_{k} X_{nk} \rightarrow 0 \quad \text{a.s.}
\]

**Proof:** Let \( \frac{1}{n} \varepsilon^n_{k} X_{nk} \rightarrow X_{ok} \). By Lemma 1, \( \{X_{ok} : k \geq 1\} \) is an exchangeable sequence of random elements. Thus for \( \varepsilon > 0 \), and by (2.6)

\[
P\left[ \sup_{n \geq m} \left\| \frac{1}{n} \varepsilon^n_{k} X_{nk} \right\| > \varepsilon \right] \leq P\left[ \sup_{n \geq m} \left\| \frac{1}{n} \varepsilon^n_{k} X_{nk} - \frac{1}{n} \varepsilon^n_{k} X_{ok} \right\| > \frac{\varepsilon}{2} \right] + P\left[ \sup_{n \geq m} \left\| \frac{1}{n} \varepsilon^n_{k} X_{ok} \right\| > \frac{\varepsilon}{2} \right]
\]

\[
= P\left[ \sup_{n \geq m} |E(X_{n1} | U_{on}) - E(X_{o1} | U_{on})| > \frac{\varepsilon}{2} \right] + P\left[ \sup_{n \geq m} \left\| \frac{1}{n} \varepsilon^n_{k} X_{ok} \right\| > \frac{\varepsilon}{2} \right]
\]
\[ P\left[ \sup_{n \geq m} \left| E(X_{n1} - X_{\omega1}|U_{\omega1}) \right| > \frac{\varepsilon}{2} \right] \]

\[ + P\left[ \sup_{n \geq m} \left| \frac{1}{n} \sum_{k=1}^{n} X_{\omega_k} \right| > \frac{\varepsilon}{2} \right]. \]  

(2.7)

Now by (2.1),

\[ p\left[ \sup_{n \geq m} \left| \frac{1}{n} \sum_{k=1}^{n} X_{\omega_k} \right| > \frac{\varepsilon}{2} \right] = \int P_{\nu} \left[ \sup_{n \geq m} \left| \frac{1}{n} \sum_{k=1}^{n} X_{\omega_k} \right| > \frac{\varepsilon}{2} \right] d\mu_{\nu}(P_{\nu}), \]

where \( \{X_{\omega_k} : k \geq 1\} \) are independent, identically distributed random elements with respect to \( P_{\nu} \). By Lemma 2, \( E_{\nu}(X_{\omega1}) = 0 \), with \( \mu_{\nu} \)-probability one and it follows from Mourier's strong law of large numbers for random elements that for almost each \( P_{\nu} \)

\[ P_{\nu}\left[ \sup_{n \geq m} \left| \frac{1}{n} \sum_{k=1}^{n} X_{\omega_k} \right| > \frac{\varepsilon}{2} \right] \to 0 \text{ as } m \to \infty. \]

Hence, by the bounded convergence theorem,

\[ P\left[ \sup_{n \geq m} \left| \frac{1}{n} \sum_{k=1}^{n} X_{\omega_k} \right| > \frac{\varepsilon}{2} \right] \]

\[ = \int P_{\nu}\left[ \sup_{n \geq m} \left| \frac{1}{n} \sum_{k=1}^{n} X_{\omega_k} \right| > \frac{\varepsilon}{2} \right] d\mu_{\nu}(P_{\nu}), \]  

(2.8)

goes to 0 as \( m \to \infty \). By (2.5), \( E(\left| X_{n1} - X_{\omega1} \right| |U_{\omega1}) \to 0 \text{ a.s.} \)

Thus,

\[ P\left[ \sup_{n \geq m} E(\left| X_{n1} - X_{\omega1} \right| |U_{\omega1}) \right] \]

\[ < P\left[ \sup_{n \geq m} E(\left| X_{n1} - X_{\omega1} \right| |U_{\omega1}) > \frac{\varepsilon}{2} \right] \to 0 \text{ as } m \to \infty. \]

Combining (2.7), (2.8) and (2.9), it follows that

\[ P\left[ \sup_{n \geq m} \left| \frac{1}{n} \sum_{k=1}^{n} X_{nk} \right| > \varepsilon \right] \to 0 \text{ as } m \to \infty, \]

or that

\[ \left| \frac{1}{n} \sum_{k=1}^{n} X_{nk} \right| \to 0 \text{ a.s.} \]

3. STRONG LAWS OF LARGE NUMBERS IN TYPE p SPACES

In this section, strong laws of large numbers for triangular arrays of row-wise exchangeable random elements in type \( p + \delta \) separable Banach spaces will be established. Recall that a separable Banach space is said to be of type \( p, 1 \leq p \leq 2, \) if
there exists a constant $C$ such that

$$E\left\| \sum_{k=1}^{n} x_k \right\|^p \leq C \left( \sum_{k=1}^{n} E\left| x_k \right|^p \right)$$

for all independent random elements $X_1, \ldots, X_n$ with zero means and finite $p$th moments. Every separable Banach space is type 1. The next result by Woyczynski [7] for sequences of zero mean, independent random elements in $E$ with uniformly bounded tail probabilities is listed for future reference.

**Theorem 2.** Let $1 < p < 2$. The following properties of a Banach space $E$ are equivalent:

(i) $E$ is of type $p + \delta$.

(ii) For any sequence $\{X_i\}$ of zero mean, independent random elements in $E$ with uniformly bounded tail probabilities, the series $\left\| \sum_{n=1}^{\infty} \frac{X_i}{n^{1/p}} \right\|$ converges a.s.

(iii) For any sequence $\{X_i\}$ as in (ii)

$$\left\| \frac{1}{n} \sum_{k=1}^{n} X_k \right\| \to 0 \text{ a.s.}$$

Since $\{X_{\omega_k}: k \geq 1\}$ are exchangeable, they are identically distributed. Hence, they have uniformly bounded tail probabilities. That is, for all $t \in \mathbb{R}$ and $k \geq 1$,

$$P\left( |X_{\omega_k}| > t \right) \leq P\left( |X_{\omega_1}| > t \right).$$

Thus, a strong convergence result for row-wise exchangeable in type $p$ separable Banach spaces can be obtained using Theorem 2 and the techniques of Theorem 1.

**Theorem 3.** Let $\{X_{nk}: 1 \leq k \leq n, n \geq 1\}$ be an array of random elements in a separable Banach space of type $p + \delta$, $1 \leq p < 2$. Let $\{X_{nk}\}$ be exchangeable for each $n$ and let $U_{nn}$ and $U_{om}$ be the $\sigma$-fields defined in (2.4). If

(i) $\left\| X_{n1} - X_{o1} \right\| \geq \left\| X_{(n+1)1} - X_{o1} \right\|$ for each $n$,

(ii) $E\left| X_{n1} - X_{o1} \right|^2 = o(n^{-2\alpha})$, where $\alpha = (p-1)/p$, and

(iii) $\rho_n(f) = E[f(X_{n1})f(X_{n2})] \to 0$ as $n \to \infty$ for each $f \in E^*$, then

$$\left\| \frac{1}{n^{1/p}} \sum_{k=1}^{n} X_{nk} \right\| \to 0 \text{ a.s.}$$

**Proof:** Since $E\left| X_{n1} - X_{o1} \right|^2 = o(n^{-2\alpha})$, then $X_{nk} \Rightarrow X_{o1}$. By Lemma 1,
is an infinite exchangeable sequence of random elements. Thus, for 
\( \varepsilon > 0 \), and by (2.6)

\[
P(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{nk} \right| > \varepsilon)
\]

\[
\leq P(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{nk} - x_{n1} \right| > \varepsilon)
+ P(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{n1} \right| > \varepsilon)
\]

\[
= P(\sup_{n \geq m} \left| n^{\alpha} \left( \frac{1}{n} \sum_{k=1}^{n} x_{nk} - \frac{1}{n} \sum_{k=1}^{n} x_{n1} \right) \left| > \varepsilon \right|)
+ P(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{n1} \right| > \varepsilon)
\]

\[
= P(\sup_{n \geq m} \left| n^{\alpha} \left( X_{n1} - x_{n1} \right) \right| > \varepsilon)
+ P(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{n1} \right| > \varepsilon).
\]

By (2.1)

\[
P(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{n1} \right| > \varepsilon) = \int_{F} P(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{n1} \right| > \varepsilon) d\nu_{\infty}(P_{\nu}),
\]

where \( \{X_{nk} : k \geq 1\} \) are independent and identically distributed with respect to \( P_{\nu} \).

By Lemma 2, \( E_{\nu}(x_{n1}) = 0 \). Thus, by Theorem 2 (Theorem 1 for \( p = 1 \)) \( ||n^{-1/p}\sum_{k=1}^{n} x_{n1}|| \to 0 \) a.s. which implies that \( P_{\nu}(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{n1} \right| > \varepsilon) \to 0 \) as \( m \to \infty \). By the bounded convergence theorem,

\[
\int_{F} P_{\nu}(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{n1} \right| > \varepsilon) d\nu_{\infty}(P_{\nu}) \to 0 \text{ as } m \to \infty.
\]

In a manner similar to (2.5), it can be shown that \( n^{\alpha}||E(X_{n1} - x_{n1} | U_{\infty})|| \to 0 \) a.s.

This implies that

\[
P(\sup_{n \geq m} \left| n^{\alpha} E(X_{n1} - x_{n1} | U_{\infty}) \right| > \varepsilon) \to 0 \text{ as } m \to \infty
\]

Hence, it follows that

\[
P\left(\sup_{n \geq m} \left| n^{-1/p} \sum_{k=1}^{n} x_{nk} \right| > \varepsilon\right) \to 0 \text{ as } m \to \infty,
\]

or that

\[
||n^{-1/p} \sum_{k=1}^{n} x_{nk}|| \to 0 \text{ a.s.}
\]

REMARK. It should be noted that if \( ||X_{n1} - x_{n1}|| \to 0 \) a.s., then the condition
\[ ||X_{n_1} - X_{\omega_1}|| \geq ||X_{(n+1)_1} - X_{\omega_1}|| \text{ for all } n \text{ is not needed in the proof of Theorem 3. That is } ||X_{n_1} - X_{\omega_1}|| \to 0 \text{ a.s. implies that } ||E(X_{n_1} - X_{\omega_1}|U_{\omega_1})|| \to 0 \text{ a.s. which is crucial to the proof of Theorem 3. It is sometimes easier to show directly that } ||E((X_{n_1} - X_{\omega_1})|U_{\omega_1})|| \to 0 \text{ a.s. as will be demonstrated in the kernel density estimation example to follow.}

The following example considers the general density estimation problem where \( X_1, \ldots, X_n \) are independent and identically distributed random variables with the same density function \( f \).

EXAMPLE. Let \( X_1, \ldots, X_n \) be independent, identically distributed random variables with common density function \( f \). The kernel estimate for \( f \) with constant bandwidths \( h_n \) is given by

\[
 f_n(t) = \frac{1}{nh_n} \sum_{k=1}^{n} K\left( \frac{t-X_k}{h_n} \right)
\]

where \( K \) is often chosen to be a bounded (integrable) kernel with compact support \([a,b]\) and \( h_n \to 0 \) as \( n \to \infty \). For additional background material, see Delroye and Wagner [8] and Taylor [9]. Let

\[
 E = \{ g \mid g: \mathbb{R} \to \mathbb{R} \text{ and } ||g|| = \left( \int_{-\infty}^{\infty} |g(t)|^p \, dt \right)^{1/p} < \infty \}.
\]

Thus, \( E \) is a separable Banach space of type \( \min(2,p) \). Define

\[
 X_{nk} = \frac{1}{h_n} \left( K\left( \frac{t-X_k}{h_n} \right) - E\left( K\left( \frac{t-X_{\omega_1}}{h_n} \right) \right) \right)
\]

It is clear that \( X_{nk} \in E \) and that \( \{X_{nk}\} \) is independent and hence exchangeable for each \( n \). The next proposition will prove directly that \( ||E(X_{n_1}|U_{\omega_1})|| \to 0 \) a.s.

In this setting \( X_{\omega_1} = 0 \) a.s.

PROPOSITION 4. Let \( X_{nk} = \frac{1}{h_n} \left( K\left( \frac{t-X_k}{h_n} \right) - E\left( K\left( \frac{t-X_{\omega_1}}{h_n} \right) \right) \right) \). Then, \( ||E(X_{n_1}|U_{\omega_1})|| \to 0 \) completely (and hence almost surely).

PROOF. Let \( U_{nn} = \{ \sum_{k=1}^{n} X_{nk}, \sum_{k=1}^{n+1} X_{(n+1)_k}, \ldots \} \). \( U_{nn} = U_{\omega_1} \) by (2.4) and since \( X_{\omega_k} = 0 \) a.s. for each \( k \). For \( \varepsilon > 0 \), \( q \geq 1 \), by Markov's inequality, Tonelli's theorem and (2.6)

\[
P[||E(X_{n_1}|U_{nn})|| \geq \varepsilon] \leq \varepsilon^{-2q} E||E(X_{n_1}|U_{nn})||^{2q}
\]

\[
= \varepsilon^{-2q} E\left[ \left( \int_{-\infty}^{\infty} \frac{1}{nh_n} \sum_{k=1}^{n} \left( K\left( \frac{t-X_k}{h_n} \right) - E\left( K\left( \frac{t-X_{\omega_1}}{h_n} \right) \right) \right)^p \, dt \right)^{1/p} \right]^{2q}
\]

\[
\leq \varepsilon^{-2q} E\left[ \int_{-\infty}^{\infty} \frac{1}{nh_n} \sum_{k=1}^{n} \left( K\left( \frac{t-X_k}{h_n} \right) - E\left( K\left( \frac{t-X_{\omega_1}}{h_n} \right) \right) \right)^2 \, dt \right]^{2q}
\]
\[ \leq \varepsilon^{2q} \int_{-\infty}^{\infty} E\left[ \frac{1}{n} \sum_{k=1}^{n} \left( K\left(\frac{t-X_k}{h_n}\right) - E\left( \frac{1}{h_n} K\left(\frac{t}{h_n}\right) \right) \right)^{2q} dt \right] \]

(Using that \( R \) is of type 2 and (2.8) of Taylor [9])

\[ \leq \varepsilon^{2q} n^{-q} \int_{-\infty}^{\infty} E\left[ \left( \frac{1}{h_n} K\left(\frac{t-X_n}{h_n}\right) - E\left( \frac{1}{h_n} K\left(\frac{t}{h_n}\right) \right) \right)^{2q} dt \right] \]

\[ = \varepsilon^{2q} n^{-q} E \int_{-\infty}^{\infty} \left| \frac{1}{h_n} K\left(\frac{t-X_n}{h_n}\right) - E\left( \frac{1}{h_n} K\left(\frac{t}{h_n}\right) \right) \right|^{2q} dt \]

\[ = \varepsilon^{2q} n^{-q} E\left[ 2(bddk) 2q(b - a) h_n (h_n)^{-2q} \right] \]

\[ \leq \frac{C h_n}{(h_n^2)^q} . \]

Letting \( h_n = o(n^{-d}), 0 < d < \frac{1}{2} \), there exist \( q \) such that \( \varepsilon^{\infty} h_n / (h_n^2)^q < \infty \)

which implies \( \varepsilon^{\infty} = P\left[ \| E\left( X_{n_1} U_{n_1} \right) \| > \varepsilon \right] < \infty \). Hence, \( \| E\left( X_{n_1} U_{n_1} \right) \| \) converges completely to 0.

///

Depending on the choice of \( K \), \( \| X_{n_1} \| \) may not converge to 0 \( \equiv X_{n_1} \) (in the example). Also, Theorem 3 and the example emphasizes the importance of \( p \) being as large as possible \( (< 2) \). Moreover, \( R, R^m \), Hilbert spaces and all finite-dimensional Banach spaces are of type 2, and consequently they are type \( p + \delta \) for each \( p < 2 \). Finally, it is important to observe that the results are substantial new results even for real-valued random variables.
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