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ABSTRACT. It is shown that "isoperimetric" inequalities, relating measures and capacities, hold for all sets in \( \mathbb{R}^n \) if they are valid for all balls. As a corollary, the necessary and sufficient conditions for the continuity of some imbeddings of M. Riesz and Bessel potential spaces are obtained. The introduction contains a survey of known results on inequalities of Sobolev type.
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1. INTRODUCTION.

(Notation is reviewed in Section 2.1, capacity and related concepts in 2.2).

In accordance with the Sobolev [1] and Il'in [2] theorems for each \( n \) and \( p \), there is \( a > 0 \) so that for all \( s \), any function \( u \in C_0^\infty(\mathbb{R}^n) \) satisfies
\[
\|u\|_{L^q(\mathbb{R}^n)} \leq a \|\nabla u\|_{L^p(\mathbb{R}^n)},
\]
where \( n \geq s > n - p > 0 \), \( p > 1 \), \( q = ps/(n - p) \). This result became the starting point for many generalizations. Consider, for example, the inequality
\[
\|u\|_{L^q(\mathbb{R}^n;\mu)} \leq A \|\nabla u\|_{L^p(\mathbb{R}^n)},
\]
where \( u \in C_0^\infty(\mathbb{R}^n) \); and \( L^q(\mathbb{R}^n;\mu) \) refers to summability with respect to a measure \( \mu \).
According to a theorem by one of the authors [3] (see also [4], [5]), (1.1) follows from the "isoperimetric" inequality
\[
\mu(E) \leq \frac{p}{p} (p - 1)^{p - 1} A^p \text{cap}(E; \omega_p^1)
\]
with \( q \geq p \) and \( E \) being any Borel set in \( \mathbb{R}^n \).

On the other hand, if (1.1) holds, then for any \( E \)
\[
\mu(E) \leq A^p \text{cap}(E; \omega_p^1).
\]

By \( \omega_p^1 \), we denote the completion of \( C^\infty_0(\mathbb{R}^n) \) with the norm \( \| \nabla u \|_{L^p(\mathbb{R}^n)} \) and, by \( \text{cap}(E; S) \), the capacity generated by the norm in the space \( S \), i.e.,
\[
\text{cap}(E; S) = \inf \{ \| u \|_S^p : u \in C^\infty_0 \, u \geq 1 \text{ on } E \}.
\]

Later on that result was extended to other function spaces (see [5]-[8]). The compact statement of these generalizations runs as follows. Let \( S \) be one of the spaces \( H^\ell_p, \, h^\ell_p, \, \omega^\ell_p, \, \omega^\ell_p, \, B^\ell_p, \, b^\ell_p \) (see Section 2). Then the best constant in
\[
\| u \|_S^p \leq A \| u \|_S \|
\]
is equivalent to the best constant in the "isoperimetric" inequality
\[
\mu(E) \leq B \text{cap}(E; S).
\]

The estimate \( A \geq B \) follows immediately from the definition of capacity. The inverse is a deeper fact, its proof being based on the inequality
\[
\int_0^\infty \text{cap}(Q_t; S) t^{p - 1} \, dt \leq C \| u \|_S^p,
\]
where \( u \in S, C \) is a constant independent of \( u \) and \( Q_t = \{ x : |u(x)| \geq t \} \). The validity of inequalities of the type (1.4) was discovered in Maz'ja [5]. The inequality (1.4) (and even a stronger one with capacity of the condenser \( Q_t \setminus Q_{2t} \) instead of \( \text{cap}(Q_t; S) \)) was obtained in [5] for \( \omega^\ell_p \) with \( \ell = 1, 2 \). In the case \( \ell = 2 \), the "smooth truncation" of the potential near its level surfaces was used in the proof. Joining this device with Hedberg inequality [9], D.R. Adams [6] proved (1.4) for Riesz potential space \( h^\ell_p \) with any integer \( \ell \). The same tools, together with the Lizorkin-Uspenskii trace theorem for weighted Sobolev spaces (see [10],[11]), enabled Maz'ja to prove (1.4) for \( S = \omega^\ell_p \) with \( p > 1, \ell > 0 \). As a consequence, (1.4) was obtained for the Bessel potential space \( H^\ell_p \) with any fractional \( \ell \), but only with \( p \geq 2 \).

The last restriction was removed by Dahlberg [8], whose proof also rests on "smooth truncation" and uses some subtle estimates of potentials with positive density.
Recently, Hansson [12] gave a new proof of (1.4) for potential spaces avoiding "smooth truncation". Hansson's proof is simpler and embraces a wide class of potentials with general kernels. In Section 4 we show an even shorter proof of (1.4) based on the same idea as in [12]. This proof is taken from the paper of Maz'ja [34].

One might ask if there exists a necessary and sufficient condition for (1.4) formulated without capacity and arbitrary set $E$. From D.R. Adams [13] (see also [14]), it follows that the answer is positive for $S = h_{p}^{s}$, $p < n$, $q > p > 1$. His condition is

$$\mu(B(x;\rho)) \leq C\rho^{s}, \quad s = q(n/p - \frac{q}{p}), \quad (1.5)$$

where $B(x;\rho)$ is any ball with arbitrary center $x \in \mathbb{R}^{n}$ and radius $\rho$. In other words, it is sufficient to check (1.3) for balls only. According to [14], the condition (1.5) yields

$$\mu(\{|x|: I_{\mathcal{L}}|f(x)| > t\}) \leq aCt^{-q}||f||_{p}^{q},$$

where $I_{\mathcal{L}}$ is the Riesz potential. This and Marcinkiewicz's interpolation theorem give the continuity of the operator $I_{\mathcal{L}}: L^{p}(\mathbb{R}^{n}) \rightarrow L^{q}(\mathbb{R}^{n}; \mu)$, or the estimate (1.2) with $S = h_{p}^{s}$, $s > 0$, $q > p > 1$, which is the same.

Thus, the estimate (1.5) (with $q > p$) for any ball implies (1.3) for any set. It is an attempt to get a direct proof of the last implication that gave rise to the present paper. Such a proof was found and its analysis led the authors to theorems of the following type.

For any ball $B(x;r)$, let

$$\mu(B(x;r)) \leq \Phi(\text{cap}(B(r); h_{p}^{s}))) \quad (1.6)$$

where $B(r) = B(0;r)$, $\Phi$ is an increasing function subjected to additional conditions, and $\mu$ is a measure in $\mathbb{R}^{n}$. Then there is $a > 0$ so that for any Borel set $E \in \mathbb{R}^{n}$,

$$\mu(E) \leq a \Phi(\text{cap}(E; h_{p}^{s}))). \quad (1.7)$$

By this and similar facts, we show in the second part of the paper that inequalities of the type (1.6) are necessary and sufficient for estimates of traces of Riesz and Bessel potentials in Orlicz spaces. In particular, we obtain a new proof of the aforementioned D.R. Adams theorem [13, 14]. Another corollary which may be of interest, claims that the inequality

$$||u; L^{p}(\mu)|| \leq a ||u; h_{p}^{s}||$$
with $q > p > 1$ and $\ell = n$ holds if and only if, for any ball $B(x;r)$ with $r \in (0,1/2)$,

$$
\mu(B(x;r)) \leq a |\log r|^{-q/p}.
$$

We state now some other results relating the conditions for (1.2).

If $S = H^\ell_p$ and $p\ell < n$, then (1.2) holds simultaneously with (1.5) where $0 < r < 1$ (see Section 4).

In a simpler case, $p\ell > n$, the necessary and sufficient condition for (1.2) with $S = H^\ell_p$ is

$$
\sup_{x \in \mathbb{R}^n} \{\mu(B(x;1)) : x \in \mathbb{R}^n\} < \infty
$$

(see Section 4, Note 4.1).

According to a remark in D.R. Adams [9] (see Note 4.1 below), the condition (1.5) is not sufficient for (1.2), when $q = p$, so one has to deal with the less explicit condition (1.3) in this case, probably the most important for applications.

For $p > q > 0$, the necessary and sufficient condition was obtained in the paper of V.G. Maz'ja [34]. Its formulation runs as follows.

Let $\{g_j\}_{j=-\infty}^{+\infty}$ be any sequence of open sets, such that $\overline{B}_{j+1} \subset g_j$. Let $\mu_j = \mu(g_j)$, $\gamma_j = \text{cap}(g_j,S)$, where $S = H^\ell_p$ or $S = H^\ell_p$, $p > 1$. The inequality (1.2) holds if and only if

$$
\sum_{j=-\infty}^{+\infty} \left( \frac{\mu_j - \mu_{j+1}}{\gamma_j^1/p} \right)^{p/q} \leq \text{const.}
$$

This provides the sufficient condition

$$
\int_0^\infty \left( \frac{t}{\Phi(t)} \right)^{p-q} dt < \infty,
$$

where $\Phi(t) = \inf \{\text{cap}(E;S) : \mu(E) \geq t\}$.

In case $p\ell > n$, $p > q$, the necessary and sufficient condition for (1.2) can be written in the simpler form

$$
\sum_{i} \left( \mu(Q_i) \right)^{p/q} \leq \infty,
$$

where $\{Q_i\}$ is a sequence of closed cubes with side 1, forming the coordinate grid in $\mathbb{R}^n$.

We note also that, in case $q = 1$ and $p > 1$, the inequality (1.2) with $S = H^\ell_p$ or
S = H_p^\ell is equivalent to inclusion I_\ell u \in L^p_p or J_\ell u \in L^p_p respectively [5] (here I_\ell and J_\ell are the Riesz and Bessel potentials).

We now dwell on the case p = 1. For S = W^{1,1}_q, it is shown in [15] that (1.2) holds simultaneously with (1.5), where p = 1, q ≥ 1. One has to add the condition ρ ∈ (0,1) in (1.5), if S = W^{1,1}_p. For the case p = 1, see also [35]-[39],[7].

Using the fact that b_p^\ell and B_p^\ell, p > 1, are the trace spaces of the corresponding potential spaces, we obtain theorems on b_p^\ell and B_p^\ell from the theorems on h_p^\ell and H_p^\ell.

We note also that our technique enables one to obtain similar results for potentials with general kernels k(|x - y|) of some class. The papers [16] and [12] provide a basis for such generalizations.

Concluding the introduction, we remark that integral inequalities for functions in subdomains of \mathbb{R}^n are studied in [39] and [40] where other references can be found.

2. NOTATION AND PRELIMINARIES.

2.1. BASIC NOTATION:

Let \mathbb{R}^n be n-dimensional Euclidean space, B(x;r) = \{y ∈ \mathbb{R}^n: |y - x| < r\}, B(r) = B(0;r). By μ, ν, we denote measures in \mathbb{R}^n, i.e., non-negative, completely additive set functions, defined on a Borel σ-algebra \mathcal{B} of the space \mathbb{R}^n.

Let L^q(μ) be the set of measurable functions defined on the measure space (\mathbb{R}^n,\mathcal{B},μ) such that |f|^q is integrable, 0 < q < ∞. We put

\[ ||f ; L^q(μ)|| = \left( \int |f|^q dμ \right)^{1/q}. \]

Integration is over the whole space \mathbb{R}^n if nothing else is indicated, the same relates the notation of functional spaces. If μ is n-dimensional Lebesgue measure we shall use the notation L^q instead of L^q(μ) and write ||f||_q instead of ||f ; L^q(μ)||. In other cases, we shall denote the norm in the space S by ||f ; S||.

As usual, C_0^∞ is the space of infinitely differentiable functions in \mathbb{R}^n with compact support. Everywhere below a, b, c are positive constants, depending only on n, p, \ell and so forth. Two values A and B will be called equivalent (A ∼ B) if there exist constants a and b such that aA ≤ B ≤ bA.

Let 1 < p < ∞. We introduce spaces h_p^\ell and H_p^\ell as completions of C_0 with norms

\[ ||u ; h_p^\ell|| = ||(-Δ)^{\ell/2}u||_p \]
and

\[ ||u ; H_p^\ell|| = ||(-Δ + 1)^{\ell/2}u||_p, \]
where
\[ (-\Delta)^{\ell/2} = (2 \mathcal{F}^{-1} |\xi|^{\ell} \mathcal{F}; (-\Delta + 1)^{\ell/2} = \mathcal{F}^{-1} (1 + 4\pi^2 |\xi|^{2\ell/2} \mathcal{F} \]

and \( \mathcal{F} \) is the Fourier transform in \( \mathbb{R}^n \) (see [17]).

As is well known [17], any element of the space \( h^\mathcal{L}_p \) (the space \( H^\mathcal{L}_p \)) can be considered as a Riesz potential \( I^\mathcal{L}_p f \) (Bessel potential \( J^\mathcal{L}_p f \)) with the density from \( L^p \) and

\[ ||f||_p = b ||I^\mathcal{L}_p f||; h^\mathcal{L}_p ||; ||f||_p = ||J^\mathcal{L}_p f||; H^\mathcal{L}_p ||. \]

That is why \( h^\mathcal{L}_p \) and \( H^\mathcal{L}_p \) are called the spaces of Riesz and Bessel potentials.

For \( p \geq 1 \) and integer \( \ell > 0 \) we denote by \( \mathcal{L}_p \) and \( \mathcal{H}_p \) the completions of \( C_0^\infty \) with respect to norms \( ||\nabla^\mathcal{L} u||_p \) and \( ||\nabla^\mathcal{H} u||_p = ||u||_p \) where \( \nabla^\mathcal{L} = \{\partial^\alpha / \partial x_1^\alpha, \ldots, \partial^\alpha / \partial x_n^\alpha\} \), \( |\alpha| = \ell \).

The spaces \( h^\mathcal{L}_p \) and \( \mathcal{L}_p \) as well as \( H^\mathcal{L}_p \) and \( \mathcal{H}_p \) coincide for \( p > 1 \).

If \( p \geq 1 \) and \( \ell \) is not an integer, then by \( \mathcal{L}_p \) we denote the completion of \( C_0^\infty \) with the norm

\[ |||u; h^\mathcal{L}_p||^P \cdot |t|^{-n-p\ell\{\ell\} \, dt}|^{1/p}, \quad (2.1) \]

where \( \nabla_t u(x) = u(x + t) - u(x) \), \( \{\ell\} \) and \( \{\ell\} \) are the integer and the fractional parts of \( \ell \).

If we substitute the norm (2.1) in this definition with the norm

\[ ||u; b^\mathcal{L}_p|| = \left( \int ||\nabla_t u||_p t^{-n-p\ell\{\ell\} \, dt} \right)^{1/p}, \quad 0 < \ell < 1, \quad (2.2) \]

then we obtain the definition of the space \( b^\mathcal{L}_p \). In the case \( \ell = 1 \) the first difference in (2.2) should be replaced by the second one. For \( \ell > 1 \), we set

\[ ||u; b^\mathcal{L}_p|| = |||u; b^\mathcal{L}_p||. \]

As is known, the norms in spaces \( \mathcal{L}_p \) and \( \mathcal{H}_p \) are equivalent for fractional \( \ell \).

We also introduce the spaces \( \mathcal{W}_p \) and \( B^\mathcal{L}_p \) as completions of \( C_0^\infty \) with norms

\[ ||u; \mathcal{W}_p|| + ||u||_p \] and \( ||u; b^\mathcal{L}_p|| + ||u||_p \) respectively.

We assume \( p > 1 \) everywhere below.

2.2. SOME NOTIONS OF POTENTIAL THEORY:

To each functional space \( S \) introduced in 2.1, we can assign a set function called capacity. For any compact \( e \subset \mathbb{R}^n \), we put

\[ \text{cap}(e; S) = \inf \{||u; S||_p: u \in C_0^\infty; u \geq 1 \text{ on } e \}. \]

If \( E \) is any subset of \( \mathbb{R}^n \), then inner and outer capacities of \( E \) are defined by
\[
\begin{align*}
\text{cap}(E; S) &= \sup \{ \text{cap}(e; S) : e \subset E, e \text{ is a compact set} \}, \\
\overline{\text{cap}}(E; S) &= \inf \{ \text{cap}(G; S) : G \ni E, G \text{ is an open set} \}.
\end{align*}
\]

We formulate now some known properties of the capacity cap(\(\cdot; S\)) (see, for example, [18], [19]).

1) If the set \(e \subset \mathbb{R}^n\) is compact, then for any \(\varepsilon > 0\) there exists an open set \(G \subset \mathbb{R}^n\) such that \(G \ni e\) and \(\text{cap}(e; S) < \text{cap}(e'; S) + \varepsilon\) for any compact subset \(e'\) of \(G\).

2) If the set \(e \subset \mathbb{R}^n\) is compact, then \(\overline{\text{cap}}(e; S) = \text{cap}(e; S)\).

3) If \(E_1 \subset E_2 \subset \mathbb{R}^n\), then \(\overline{\text{cap}}(E_1; S) \leq \text{cap}(E_2; S)\), \(\overline{\text{cap}}(E_1; S) \leq \text{cap}(E_2; S)\).

4) Let \(\{E_k\}_{k=1}^{\infty}\) be a sequence of sets in \(\mathbb{R}^n\) such that \(E = \bigcup_k E_k\). Then
\[
\overline{\text{cap}}(E; S) \leq \sum_{k=1}^{\infty} \overline{\text{cap}}(E_k; S).
\]

It is known (see [18], [19]) that any analytic (in particular, any Borel) subset \(E\) of \(\mathbb{R}^n\) is measurable with respect to the capacity cap(\(\cdot; S\)) (i.e. \(\overline{\text{cap}}(E; S) = \text{cap}(E; S)\)).

The following set function, also called capacity, is useful for different applications

\[
\text{Cap}(e; S) = \inf \{ ||u||_S^p : u \in C_0^\infty, 0 \leq u \leq 1 \text{ in } \mathbb{R}^n, u = 1 \text{ in a neighborhood of } e \}.
\]

(Sometimes the condition \(0 \leq u \leq 1\) is omitted in this definition). According to [20], [21] (for integer \(\ell\)) and to [22] (for all \(\ell > 0\)),

\[
\text{Cap}(e; H^\ell_p) \sim \text{cap}(e; H^\ell_p).
\]

The relations of the type (2.3) hold for \(S = H^{\ell}_p, R^{\ell}_p, b^{\ell}_p\).

Along with capacities cap(\(\cdot; S\)) and Cap(\(\cdot; S\)) the following capacity

\[
C_{k, p}(E) = \inf \{ ||f||^p_p : f \in L^p_{+} \text{ and } \int k(y - x)f(y)dy \geq 1 \text{ for all } x \in E \},
\]

where \(k\) is a positive decreasing continuous function on \((0, +\infty)\) is introduced in [19] (the function \(k\) is called a kernel).

We present now some connections between capacities.

PROPOSITION 2.1.

(i) If \(S = H^{\ell}_p\) or \(S = H^{\ell}_p\) and \(k\) is a Bessel or Riesz Kernel, then

\[
\text{cap}(E; S) \sim C_{k, p}(E).
\]

(ii) If \(\text{diam}E \leq 1\) and \(p\ell < n\), then

\[
\text{cap}(E; H^{\ell}_p) \sim \text{cap}(E; h^{\ell}_p).
\]
(see [23]). Relations analogous to (2.4) also hold for other pairs of spaces $H^\ell_p$, $B^\ell_p$ and $W^\ell_p$, $W^\ell_p$.

(iii) If $2 \leq p < \infty$, then
$$\text{cap}(E;H^\ell_p) \sim \text{cap}(E;B^\ell_p)$$
(see [24]). Moreover, for $2 - \frac{\ell}{n} < p < 2$ the equalities $\text{cap}(E;H^\ell_p) = 0$ and $\text{cap}(E;B^\ell_p) = 0$ hold simultaneously [25]. For any $p \in (1, +\infty)$, $\ell > 0$,
$$\text{cap}(E;H^\ell_p) \leq c \text{cap}(E;B^\ell_p),$$
where $c$ is a constant, depending only on $n, p, \ell$ ([24], [25]).

(iv) If $E \subset \mathbb{R}^n$, $\ell > 0$, $1 < p < \infty$, then
$$\text{cap}(E;B_p^\ell(\mathbb{R}^n)) \sim \text{cap}(E;H_p^{\ell+1/p}(\mathbb{R}^{n+1})) \sim \text{cap}(E;B_p^{\ell+1/p}(\mathbb{R}^{n+1}))$$
(see [24]).

By $U^\mu_{\ell,p}$ and $V^\mu_{\ell,p}$ we denote the nonlinear Riesz and Bessel potentials $((\ell,p)$-potentials) of a measure $\mu$ i.e.
$$U^\mu_{\ell,p} = I^\ell_{\ell}(I^\ell_{\ell} \mu)^{p'-1}, \quad V^\mu_{\ell,p} = J^\ell_{\ell}(J^\ell_{\ell} \mu)^{p'-1}.$$

The following rough maximum principle holds for the potentials $U^\mu_{\ell,p}$ and $V^\mu_{\ell,p}$.

**PROPOSITION 2.2.** Let $P^\mu$ be one of the potentials $U^\mu_{\ell,p}$ or $V^\mu_{\ell,p}$. Then there exists a constant $M$, depending only on $n$ such that
$$P^\mu(x) \leq M \sup\{P^\mu(x): x \in \text{supp} \mu\}.$$  

This statement is proved in [18], [23].

The following known assertion contains the basic properties of the so-called $(\ell,p)$-capacitary measure.

**PROPOSITION 2.3.** (see [18], [19]) Let $E$ be a subset of $\mathbb{R}^n$. If $\overline{\text{cap}}(E;H^\ell_p) < +\infty$, then there exists a unique measure $\mu_E$ with the properties:

1) $||I_{\ell} \mu_E||_{p'} = \overline{\text{cap}}(E;H^\ell_p),$

2) $U^\mu_{\ell,p}(x) \geq 1$ for $(\ell,p)$-q.e. on $E$.

(A property which holds except on a set $E$ with $\text{cap}(E;H^\ell_p) = 0$ is said to hold $(\ell,p)$-q.e. on $E$).

3) $\text{supp} \mu_E \subset \overline{E}$. 

4) \( \mu_E (E) = \overline{\text{cap}}(E; h^\xi_p) \),

5) \( \bigcup_{\xi,p} \mu^\xi_p (x) \leq 1 \) for all \( x \in \text{supp } \mu_E \).

The measure \( \mu_E \) is called the capacitary measure of the set \( E \).

We will also use the notation \( \mu^\xi_p \) for the capacitary potential of \( E \).

This proposition still holds after the replacement of \( h^\xi_p \) by \( H^\xi_p \) and \( \mu^\xi_p \) by \( V^\mu \).

We note also that, according to [18], the capacities \( \text{cap}(K;S) \) with \( S = h^\xi_p \) or \( H^\xi_p \)

\( \text{can be defined as } \text{cap}(K;S) = \sup_{\mu \in K} \{ \mu(K) : \text{supp } \mu \subseteq K \text{ and } \mu^\xi_p (x) \leq 1 \text{ on } \text{supp } \mu \} \).

The following relations are also of use (see [19]). If \( p \xi < n \) and \( 0 < \rho \leq 1 \), then

\[
\text{cap}(B(\rho); H^\xi_p) \sim \rho^{n-p\xi}.
\]  

(2.5)

If \( p \xi < n \) and \( 0 < \rho < \infty \), then

\[
\text{cap}(B(\rho); h^\xi_p) = c \rho^{n-p\xi}.
\]  

(2.6)

If \( p \xi = n \) and \( 0 < \rho \leq 1 \), then

\[
\text{cap}(B(\rho); H^\xi_p) \sim (\log 2/\rho)^{1-p}.
\]  

(2.7)

If \( p \xi > n \), then \( \text{cap}(\{x\}; H^\xi_p) > 0 \) (so only the empty set has zero capacity).

For arbitrary set \( E \subset \mathbb{R}^n \) and arbitrary non-decreasing function \( \phi \) on \([0, +\infty)\) we define the Hausdorff \( \phi \) measure:

\[
\mathcal{H}(E; \phi) = \lim_{\varepsilon \to 0} \inf \left\{ \sum_i \phi(r_i) \right\},
\]

where \( \{B_i\} \) is any covering of \( E \) by open balls \( B_i \) with radii \( r_i < \varepsilon \). If \( \phi(t) = t^s \), then \( s \) is called the dimension of the Hausdorff measure. By the \( s \)-dimensional Hausdorff measure of \( E \), we call the value \( \mathcal{H}_s(E) = \nu_s \mathcal{H}(E; t^s) \), \( \nu_s \) being the \( s \)-dimensional Lebesgue measure of the \( s \)-dimensional unit ball. For \( s = n \) the Hausdorff measure \( \mathcal{H}_s \) coincides with \( n \)-dimensional Lebesgue measure \( m_n \).

The next two propositions contain different, but in a certain sense exact necessary and sufficient conditions for positivity of capacity. These conditions are formulated in terms of the Hausdorff measure.

**Proposition 2.4.** ([18], [26]). Let \( S = h^\xi_p \) (\( 1 < p < n/\xi \)) or \( S = h^\xi_p \) (\( 1 < p \leq n/\xi \)) and \( h \) be a non-negative non-decreasing function on \([0, +\infty)\) such that \( h(0) = 0 \) and

\[
\int_0^1 \left( \frac{h(t)}{t^{n-p\xi}} \right)^{p'-1} \frac{dt}{t} < +\infty.
\]  

(2.8)
Then \(\text{cap}(E;S) > 0\) for any Borel set \(E \subset \mathbb{R}^n\) with a positive Hausdorff \(h\)-measure.

**PROPOSITION 2.5.** ([26], [19]). Let \(E\) be a Borel set in \(\mathbb{R}^n\).

1) If \(n > p\) and \(H_{n-p}(E) < \omega\), then \(\text{cap}(E;S) = 0\), where \(S = H^y_p\) or \(S = H^\ell_p\).

2) If \(n = p\) and \(H(E;h) < \omega\) with \(h(r) = |\log r|^{-p}\), then \(\text{cap}(E;H^p) = 0\).

### 2.3. ORLICZ SPACES.

Let function \(M\) be defined on \(\mathbb{R}^+\) by the formula

\[
M(u) = \int_0^u p(t) dt,
\]

where \(p\) is a positive function of \(\mathbb{R}^+\) continuous from the right, non-decreasing and such that \(p(0) = 0\), \(p(t) \to +\infty\) as \(t \to +\infty\). Let then \(q\) be right inverse to \(p(t)\), i.e. \(q(s) = \sup\{t : p(t) \leq s\}\). The function

\[
N(u) = \int_0^u q(t) dt
\]

is called complementary to \(M(u)\).

We denote by \(L^M_M(\mu)\) the set of measurable functions defined on \((\mathbb{R}^n; \mathcal{B}; \mu)\), for which

\[
||f; L^M_M(\mu)|| = \sup\{\int f g d\mu : N(g) d\mu \leq 1\} < +\infty.
\]

If \(M(t) = |t|^q/q\) (\(q > 1\)), then

\[
N(t) = |t|^{q'/q'}
\]

and

\[
||f; L^M_M(\mu)|| = q^{-1/q'} ||f; L^q(\mu)||.
\]  

(2.9)

We also note (see [27]) that \(L^M_M(\mu)\) - norm of the characteristic function of a set \(E\) is

\[
||\chi_E; L^M_M(\mu)|| = \mu(E)N^{-1}(1/\mu(E)),
\]

(2.10)

where \(N^{-1}(u)\) is the inverse function to \(N(v)\).

Finally, it is worth noting that according to [27] the spaces \(L^M_M(\mu)\) consist of the same functions if and only if there exists positive constants \(k_1, k_2\) and \(u_0\) such that for \(u \geq u_0\)

\[
M_1(k_1 u) \leq M_2(u) \leq M_1(k_2 u).
\]

### 3. THE CARTAN TYPE THEOREMS FOR \((\xi, p)\)-POSSIBLES AND ESTIMATES FOR \((\xi, p)\)-CAPACITIES.

In this section we prove the equivalence of inequalities (1.6) and (1.7). This will be obtained as a consequence of the Theorem 3.1, which provides an estimate of thickness of the set, where the \((\xi, p)\)-potential exceeds a given value. Such estimates were obtained first for harmonic functions by Cartan [28] (see also [29]). For linear Riesz potentials, they are given in Landhoff ([30], Chap. III, Section 4).
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The same scheme is used in the nonlinear case, but its performance needs some recently obtained non-trivial estimates for $(\lambda, p)$-potentials, which are obvious for linear potentials. Such estimates are collected in the following

**PROPOSITION 3.1.1.** If $2 - \lambda/n < p < n/\lambda$, then

$$U^\mu_{\lambda, p}(x) \leq a \int_0^\infty \left( \frac{\mu(B(x; \rho))}{\rho^{n-p\lambda}} \right)^{\frac{1}{p-1}} \frac{d\rho}{\rho}.$$  \hspace{2cm} (3.1)

2. If $1 < p < 2 - \lambda/n$ and $U^\mu_{\lambda, p}(x) \leq K$ for all $x \in \mathbb{R}^n$, then

$$U^\mu_{\lambda, p}(x) \leq aK \int_0^\infty \left( \frac{\mu(B(x; \rho))}{\rho^{n-p\lambda}} \right)^{\frac{n-\lambda}{n-p\lambda}} \frac{d\rho}{\rho},$$  \hspace{2cm} (3.2)

where $\gamma = ((2-p)n - \lambda)/(n - p\lambda)$.

3. If $p = 2 - \lambda/n$ and $U^\mu_{\lambda, p}(x) \leq K$ for all $x \in \mathbb{R}^n$, then

$$U^\mu_{\lambda, p}(x) \leq b \int_0^\infty \left[ \frac{\mu(B(x; r))}{r^{n-p\lambda}} \log(aK^{p-1} \frac{r^{n-p\lambda}}{\mu(B(x; r))}) \right]^{p'-1} \frac{dr}{r},$$  \hspace{2cm} (3.3)

(From the condition $U^\mu_{\lambda, p}(x) \leq K$ for all $x \in \mathbb{R}^n$ it follows that $\mu(B(x; r)) \leq e^{-1} aK^{p-1} r^{n-p\lambda}$.)

4. If $p = n/\lambda$, then

$$V^\mu_{\lambda, p}(x) \leq a \int_0^\infty (\mu(B(x; r)))^{p'-1} e^{-br} \frac{dr}{r}$$  \hspace{2cm} (3.4)

The estimate (3.1) is obtained in papers [26], [18]; the estimates (3.2) and (3.3) are proved in [16]; (3.4) is found in [13].

We now turn to working out the upper estimates for $(\lambda, p)$-potentials in the complement of some set.

**LEMMA 3.1.** Let $1 < p \leq n/\lambda$, $\mu$ be a finite measure in $\mathbb{R}^n$, and $h$ be a non-decreasing function on $[0, +\infty)$, such that $h(0) = 0$, $n(r) = h(r_o) = \mu(\mathbb{R}^n)$ for $r > r_o$. In case $p \in (1, \lambda - \lambda/n]$ suppose additionally that $U^\mu_{\lambda, p}(x) \leq K < +\infty$ for all $x \in \mathbb{R}^n$ and $h(r) \leq e^{-1} aK^{p-1} r^{n-p\lambda}$, where $a$ is a constant from the inequality (3.3).

Let $D$ be a set $\{x \in \mathbb{R}^n: P^\mu(x) > cW[h]\}$, where $P^\mu = U^\mu_{\lambda, p}$, if $p\lambda < n$; $P^\mu = V^\mu_{\lambda, p}$, if $p\lambda = n$; and
\[
W[h] = \begin{cases}
\int_0^\infty \left( \frac{n(r)}{r^{n-p\bar{\lambda}}} \right)^{p'-1} \frac{dr}{r}, & \text{if } 2 - \frac{\ell}{n} < p < \frac{n}{\ell}; \\
K \int_0^\infty \left( \frac{h(r)}{r^{n-p\bar{\lambda}}} \right)^{n-\frac{n}{p\bar{\lambda}}} \frac{dr}{r}, & \text{if } 1 < p < 2 - \frac{\ell}{n}; \\
\int_0^\infty \left( \frac{h(r)}{r^{n-p\bar{\lambda}}} \log \left( aK^{p-1} \frac{r^{n-p\bar{\lambda}}}{h(r)} \right) \right)^{p'-1} \frac{dr}{r}, & \text{if } p = 2 - \frac{\ell}{n}; \\
\int_0^\infty (h(r))^{p'-1} e^{-br} \frac{dr}{r}, & \text{if } p = n/\ell,
\end{cases}
\]

where \( \gamma = \frac{(2 - p)n - \ell(n - p\bar{\lambda})^{-1}}{n - p\bar{\lambda}} \).

Then the set \( D \) can be covered by a sequence of balls with radii \( r_k \leq r_0 \) satisfying the inequality
\[
\sum_K h(r_k) \leq c \mu(\mathbb{R}^n). \tag{3.5}
\]

PROOF. Consider the case \( 2 - \frac{\ell}{n} < p < \frac{n}{\ell} \). Let \( x \in D \). Suppose that \( \mu(B(x;r)) \leq h(r) \) for all \( r > 0 \). Then, using (3.1), we obtain
\[
U_{\ell, p}^\mu(x) \leq c \int_0^\infty \left( \frac{\mu(B(x;r))}{r^{n-p\bar{\lambda}}} \right)^{p'-1} \frac{dr}{r} \leq c \int_0^\infty \left( \frac{h(r)}{r^{n-p\bar{\lambda}}} \right)^{p'-1} \frac{dr}{r},
\]
which contradicts the fact that \( x \in D \). Consequently, for any \( x \in D \) there exists a number \( r = r(x) \in (0,r_0) \) such that \( h(r) < \mu(B(x;r)) < \mu(\mathbb{R}^n) \). Applying a well known covering theorem (see [30], p. 246) we select a covering \( \{B(x_K;r_K)\} \), \( K = 1,2,\ldots \), of \( D \) of multiplicity \( c = c(n) \) from the union of balls \( \{B(x;r(x))\}_{x \in D} \).

Clearly,
\[
\sum_K h(r_k) < \sum_K \mu(B(x_K;r_K)) \leq \mu(\mathbb{R}^n) \sum_K \chi(B(x_K;r_k)) \leq c \mu(\mathbb{R}^n).
\]

Thus, the lemma is proved for the case \( 2 - \frac{\ell}{n} < p < \frac{n}{\ell} \). For the remaining values of \( p \), the proof is the same. Only one should use estimates (3.2)-(3.4) instead of (3.1).

In the following theorem, we denote by \( \Phi \) a non-negative increasing function on \([0,\infty)\), such that the function \( t\Phi(t^{-1}) \) decreases and tends to zero as \( t \to \infty \). Let then for all \( u > 0 \)
\[ \int_{u}^{\infty} \psi(t) t^{-1} dt \leq a \psi(u), \]  

(3.6)

where

\[
\psi(v) = \begin{cases} 
(v \varphi(v^{-1}))^{p'-1}, & \text{if } 2 - \ell/n \leq p < n/\ell, \\
\frac{n-\ell}{(v \varphi(v^{-1}))^{n-p\ell}}, & \text{if } 1 < p \leq 2 - \ell/n, \\
v(\varphi(v^{-1}))^{p'-1}, & \text{if } p = n/\ell.
\end{cases}
\]

In the case \( p = 2 - \ell/n \), we suppose additionally that

\[
\int_{u}^{\infty} \frac{\psi(t)}{\psi(u)} \left( \log \frac{\psi(u)}{\psi(t)} \right)^{p'-1} \frac{dt}{t} < a.
\]

(3.7)

**THEOREM 3.1.** Let \( p \in (1, n/\ell] \), \( \mu \) be a finite measure in \( \mathbb{R}^n \) and \( m \) be a positive number. Let then \( K = \sup \{ \mathcal{V}_{\ell,p}^\mu(x) : x \in \mathbb{R}^n \} < +\infty \), if \( 1 < p \leq 2 - \ell/n \) and \( m^{p-1} > \mu(\mathbb{R}^n) \), if \( p = n/\ell \).

Then the set \( G = \{ x \in \mathbb{R}^n : \mathcal{V}_{\ell,p}^\mu(x) > m \} \) can be covered by a sequence of balls \( \{ B(x_K ; r_K) \} \) such that

\[ \sum_K \Phi(\text{cap}(B(r_K); S)) < a \Phi(bm^{1-p} \mu(\mathbb{R}^n)), \]

(3.8)

where \( S = h_{\ell/p}^\mu \) for \( \ell p < n \) and \( S = H_{\ell/p}^\mu \) for \( \ell p = n \).

**PROOF.** Let \( \lambda \) denote a constant from (2.6), if \( n > \ell p \) and \( \lambda = \min \{ t : \text{cap}(B(r); H_{\ell/p}^\mu) \leq t | \log r |^{1-p} , r < e^{-1} \} \), if \( n = \ell p \). We set in Lemma 3.1 \( h(r) = M \) if \( r > r_0 \) and

\[ h(r) = \begin{cases} 
M \Phi(\lambda r^{n-p\ell})/\Phi(\lambda r_0^{n-p\ell}), & \text{if } \ell p < n, r \leq r_0, \\
M \Phi(\lambda | \log r |^{1-p})/\Phi(\lambda | \log r_0 |^{1-p}), & \text{if } \ell p = n, r \leq r_0.
\end{cases}
\]

The number \( r_0 \) will be chosen later to satisfy \( m > a\mathcal{W}[n] \). (\( \mathcal{W}[h] \) was defined in Lemma 3.1).

1. Let \( 2 - \ell/n < p < n/\ell \). Clearly,

\[ \mathcal{W}[n] = \int_{0}^{r_0} \left( \frac{h(r)}{r^{n-p\ell}} \right)^{p'-1} \frac{dr}{r} + \nu^{p'-1} \frac{n-p\ell}{r_0^{1-p}} \]

We shall now prove that the integral at the right hand side is dominated by

\[ bn^{1-p} \]

This is equivalent to the following inequality:

\[ (\Phi(\lambda r_0^{n-p\ell}))^{1-p} \int_{0}^{r_0} \left( \frac{\Phi(\lambda r^{n-p\ell})}{r^{n-p\ell}} \right)^{p'-1} \frac{dr}{r} \leq bn^{1-p} \]
Setting here $X^{-1}r_{p^2-n} = t$ and $X^{-1}r_{o}^{-p^2-n} = t_o$, we obtain

$$\int_{t_o}^{\infty} \left( t\phi(t^{-1}) \right)^{p' - 1} \frac{dt}{t} \leq b_1 \left( t_o \phi(t_o^{-1}) \right)^{p' - 1} ,$$

which holds by (3.6). Thus

$$W[h] < cM^{p'-1} \frac{n-p\ell}{r_o^{1-p}}$$

and the inequality $aw[h] < m$ is valid provided $r_o^{n-p\ell} = (cm^{-1})^{p-l} M$.

We introduce the set $D = \{ x \in \mathbb{R}^n : U^\mu_{\ell,p}(x) > aW[h] \}$, which is open by lower semicontinuity of the $(\ell,p)$-potential. Since $m > aW[h]$, then $G \subset D$. Let $(B(x_K; r_K))$ be the sequence of balls constructed for the set $D$ in Lemma 2.1 with the function $h$ chosen here. The inequality (3.5) can be rewritten as

$$\sum_K \phi(r_K^{-n+p\ell}) \leq a\phi(bm^{-1-p} M).$$

Thus, we can cover $G$ by the balls $(B(x_K; r_K))$, for which (3.8) holds.

2. If $1 < p < 2 - \ell/n$ then the proof does not differ from the previous one.

3. Now let $p = n/\ell$. Suppose that $r_o < 1/e$. Here we have

$$W[h] = \int_0^{r_o} (h(r))^{p'-1} e^{-br} \frac{dr}{r} + M^{p'-1} \int_{r_o}^{\infty} e^{-br} \frac{dr}{r} .$$

(3.9)

The second integral can be estimated as follows

$$\int_{r_o}^{\infty} e^{-br} \frac{dr}{r} < \int_{r_o}^{1} \frac{dr}{r} + \int_{1}^{\infty} e^{-br} \frac{dr}{r} \leq (1 + b^{-1} e^{-b}) |\log r_o| .$$

We claim that the first integral at the right hand side of (3.9) is majorized by $aM^{p'-1} |\log r_o|$ or equivalently

$$(\phi(1|\log r_o|^{1-p})^{1-p})^{\frac{1}{1-p}} \int_0^{r_o} \left( \phi(1|\log r|^{1-p})^{1-p} \right) \frac{dr}{r} < a |\log r_o| .$$

Setting here $1^{1-p} |\log r| = t$ and $t^{1-p} |\log r_o| = t_o$ we rewrite the last estimate as

$$\int_{t_o}^{\infty} \left( \phi(t^{1-p}) \right)^{p' - 1} dt < a t_o^{1-p} \left( \phi(t_o^{1-p}) \right)^{p' - 1} ,$$

which holds by (3.6). Therefore, there exists a constant $c \in (1,+\infty)$, such that

$$W[h] < cM^{p'-1} |\log r_o| .$$

So the inequality $aw[h] < m$ is satisfied, if we put

$$|\log r_o|^{1-p} = (cm^{-1})^{p-l} M .$$

The rest of the proof goes as before for cases $p \in (1,n/\ell)$, $p \neq 2 - \ell/n$. 
4. We now handle the case $p = 2 - \kappa/n$. To apply Lemma 3.1, one must suppose $h(r) \leq e^{-r} a k^{p-1} r^{n-p \lambda}$ for all $r \geq 0$. Since $h(r) \leq M$, the last holds if $r o^{n-p \lambda} \geq e a^{-1} k^{1-p} H$. We have

$$W[h] = \int_0^{r_0} \left( \frac{h(r)}{r^{n-p \lambda}} \log \left( \frac{ak^{p-1} r^{n-p \lambda}}{h(r)} \right) \right)^{p'-1} \frac{dr}{r} + \int_{r_0}^{\infty} \left( \frac{M}{r^{n-p \lambda}} \log \left( \frac{ak^{p-1} r^{n-p \lambda}}{M} \right) \right)^{p'-1} \frac{dr}{r}.$$  \hspace{1cm} (3.10)

The substitutions $t = ak^{p-1} M^{-1} r^{n-p \lambda}$ and $t_o = ak^{p-1} M^{-1} r o^{n-p \lambda}$ transform the second integral into

$$cK \int_{t_o}^{\infty} (\log t/t)^{p'-1} \frac{dt}{t}.$$  

The last value is dominated by $bK(t_o^{-1} \log t_o)^{p'-1}$.

We now derive the same estimate for the first item in (3.10). It is equal to

$$\int_0^{r_0} \left( \frac{M \phi(\chi r^{n-p \lambda})}{r^{n-p \lambda} \phi(\chi r o^{n-p \lambda})} \log \left( \frac{ak^{p-1} r o^{n-p \lambda} \phi(\chi r o^{n-p \lambda})}{M \phi(\chi r^{n-p \lambda})} \right) \right)^{p'-1} \frac{dr}{r}$$  

and therefore, it does not exceed $\sigma_1 + \sigma_2$, where

$$\sigma_1 = c (\log (ak^{p-1} M^{-1} r o^{n-p \lambda}))^{p'-1} \int_0^{r_0} \left( \frac{M \phi(\chi r^{n-p \lambda})}{r^{n-p \lambda} \phi(\chi r o^{n-p \lambda})} \right)^{p'-1} \frac{dr}{r}$$

$$\sigma_2 = c \int_0^{r_0} \left( \frac{M \phi(\chi r o^{n-p \lambda})}{r^{n-p \lambda} \phi(\chi r o^{n-p \lambda})} \log \left( \frac{r o^{n-p \lambda} \phi(\chi r o^{n-p \lambda})}{r o^{n-p \lambda} \phi(\chi r o^{n-p \lambda})} \right) \right)^{p'-1} \frac{dr}{r}.$$  

The inequality (3.6) implies that $\sigma_1 < cK(t_o^{-1} \log t_o)^{p'-1}$. Setting $u = \chi r^{n-p \lambda} - u_0 = \chi^{-1} r o^{p \lambda - n}$ and using the condition (3.7), we get

$$\sigma_2 < cK u_0^{p'-1} \int_u^{\infty} \left( \log \frac{\psi(u)}{\psi(u_0)} \right)^{p'-1} \frac{du}{u} < cK(t_o^{-1} \log t_o)^{p'-1}.$$  

Thus, $W[h] \leq cK(\log t_o/t_o)^{p'-1}$ where $t_o = ak^{p-1} M^{-1} r o^{n-p \lambda} > e$. Let $\Theta$ denote the inverse to the function $t \rightarrow cK(t^{-1} \log t)^{p'-1}$ $(t > e)$. Then the inequality $aW[h] < m$ is satisfied, provided $r o^{n-p \lambda} = ak^{1-p} \Theta(m) M$.

It remains now to repeat the same argument as in the first part of the proof. Thus, the proof of the theorem is complete.

NOTE 3.1. It follows from the proof of Theorem 3.1 that in case $p \lambda = n$, the radii of balls, covering the set $G$, can be chosen less than $e^{-1}$.

COROLLARY 3.1. Let $l < p \leq n/\lambda$ and $\phi$ be the function defined before Theorem 3.1.
Let then $E \subset \mathbb{R}^n$ be a Borel set, such that $\text{cap}(E;S) > 0$, where $S = h_p^\ell$, if $p\ell < n$ and $S = h_p^\ell$, if $p\ell = n$. Then there exists a covering of $E$ by balls $B(x_K; r_K)$ such that

$$\sum_K \phi(\text{cap}(B(r_K);S)) < C\phi(C \text{cap}(E;S))$$

(3.11)

with constant $C$ depending on $n, p, \ell$ and the function $\phi$. In case $p\ell = n$, one can choose $r_K \leq e^{-1}$.

**PROOF.** We limit consideration to the case $p\ell < n$. If $p\ell = n$, the arguments are the same. We denote by $\mu$ the $(\ell, p)$-capacitary measure of $E$ and put

$$G_\varepsilon = \{x \in \mathbb{R}^n: u_{\ell, p}^\mu(x) > 1 - \varepsilon\}, \varepsilon > 0.$$  

Since

$$u_{\ell, p}^\mu(x) \geq 1 \quad (\ell, p)\text{-q.e. on } E,$$

then $E = G_\varepsilon \cup E_o$, where $\text{cap}(E_o; h_p^\ell) = 0$.

By Theorem 3.1 there exists a covering of $G_\varepsilon$ by balls $B(x_j; r_j)$, such that (3.8) holds with $m = 1 - \varepsilon$ and $\mu(\mathbb{R}^n) = \text{cap}(E; h_p^\ell)$.

Since the function $\psi(t)/t$ is summable on $[1, +\infty)$, then the function $h$ defined as $h(r) = \phi(\text{cap}(B(r); h_p^\ell))$ satisfies the condition (2.8). Hence by Proposition 2.4 it follows that $E_o$ has a zero Hausdorff $h$-measure. Therefore, one can cover $E_o$ by balls $B(y_j; h_p^\ell)$ so that the inequality

$$\sum_i \phi(\text{cap}(B(y_i; h_p^\ell))) < \varepsilon$$

holds.

The union of balls $B(x_j; r_j)$ and $B(y_j; h_p^\ell)$ gives the required covering.

**COROLLARY 3.2.** Let $p \in [1, n/\ell]$, $S = h_p^\ell$, if $p\ell < n$ and $S = h_p^\ell$, if $p\ell = n$. Let $\Phi$ be the function defined before Theorem 3.1. If measure $\mu$ is such that for any ball $B(x; \rho)$

$$\mu(B(x; \rho)) \leq \Phi(a \text{cap}(B(\rho); S)),$$  

(3.12)

then for any Borel set $E$ with finite capacity $\text{cap}(E; S)$ the inequality holds

$$\mu(E) \leq C\Phi(C \text{cap}(E; S)).$$

Here $C$ is a constant, depending on $n, p, \ell$ and on function $\Phi$.

**PROOF.** Let $E \subset \mathbb{R}^n$ and $\text{cap}(E; S) < \infty$. Then according to the Corollary 3.1, $E$ can be covered by balls $B(x_K; r_K)$, satisfying (3.11). Using the additivity of the measure $\mu$, as well as condition (3.12), we obtain
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\[ \mu(E) \leq \mu(\bigcup_{K} B(x_{K}; r_{K})) \leq \sum_{K} \mu(B(x_{K}; r_{K})) \]
\[ \leq \sum_{K} \phi(\text{cap}(B(r_{K}); S)) < C\phi(\text{cap}(E; S)), \]

which completes the proof of the corollary.

NOTE 3.2. According to (2.4), \( \text{cap}(E; H_{p}^{\lambda}) \sim \text{cap}(E; h_{p}^{\lambda}) \) if \( \text{diam}E \leq 1 \). So under the additional condition \( \text{diam}E \leq 1 \), we can take \( S = H_{p}^{\lambda} \) also if \( p\lambda < n \) in Corollary 3.2.

To show this we verify that the measure \( \mathbb{R}^{n} \to A \to \mu_{1}(A) = \mu(A \cap E) \) satisfies the condition (3.12).

Suppose \( \text{diam}E \leq 1 \) and let the inequality
\[ \mu(B(x;r)) \leq \phi(\text{cap}(B(r); H_{p}^{\lambda})) \]

(3.13)

hold for all \( r \in (0,1) \). For \( r < 1 \), we have
\[ \mu_{1}(B(x;r)) = \mu(B(x;r) \cap E) \leq \mu(B(x;r)) \]
\[ \leq \phi(\text{cap}(B(r); H_{p}^{\lambda})) \leq \phi(\text{cap}(B(r); h_{p}^{\lambda})). \]

If \( r \geq 1 \) then for any \( y \in E \)
\[ \mu_{1}(B(x;r)) \leq \mu(B(y;1)). \]

Hence, using (3.13) and the monotony of capacity, we obtain
\[ \mu_{1}(B(x;r)) \leq \phi(\text{cap}(B(1); H_{p}^{\lambda})) \leq \phi(\text{cap}(B(r); h_{p}^{\lambda})). \]

So the measure \( \mu_{1} \) satisfies the condition (3.12).

4. APPLICATIONS TO EMBEDDING THEOREMS.

In this section we present embedding theorems of potential spaces into some spaces of functions summable with respect to arbitrary measure in \( \mathbb{R}^{n} \).

We use the following known fact mentioned in Section 1.

PROPOSITION 4.1. Let \( 0 < \lambda < n \) and \( 1 < p \leq n/\lambda \). Then for any function \( u \in C_{0}^{\infty} \) the inequality (1.4) holds with \( S = H_{p}^{\lambda} \), if \( p\lambda \leq n \) and \( S = h_{p}^{\lambda} \), if \( p\lambda < n \).

PROOF. We limit consideration to the space \( H_{p}^{\lambda} \), since the arguments are the same for the space \( h_{p}^{\lambda} \). It is sufficient to take \( u = J_{\lambda}f, f \geq 0, f \in L_{p} \). Let \( \mu_{t} \) be the capacitary measure of the set \( Q_{t} \). The left hand side of (1.4) does not exceed the value
\[ \int_{0}^{\infty} \int J_{\lambda}f \, d\mu_{t} t^{p-2} \, dt = \int f \, dx \int_{0}^{\infty} J_{\lambda} \mu_{t} t^{p-2} \, dt, \]

which is dominated by
\[ ||f|| \cdot \left( \int_0^\infty t^{p-2} J_{\chi_{\mu}} dt \right)^{p'} \]

Therefore, the theorem follows if the inequality
\[ \left( \int_0^\infty t^{p-2} J_{\chi_{\mu}} dt \right)^{p'} \leq A p'^{-1} \int_0^\infty \text{cap}(Q_t; H_p^\delta) t^{p-1} dt \]  
\text{(4.1)}
is proved. We note at first that by the maximum principle
\[ \int J_{\chi_{\mu}} (J_{\chi_{\mu}})^{p'-1} dx \leq M \text{ cap}(Q_t; H_p^\delta). \]  
\text{(4.2)}

Consider then the cases \( p \geq 2 \) and \( p < 2 \) separately. Let \( p \geq 2 \). We rewrite the left hand side of (4.1) as
\[ p' \left( \int_0^\infty J_{\chi_{\mu}} \left( \int_0^\infty J_{\chi_{\mu}} t^{p-2} dt \right)^{p'-1} \right) t^{p-1} dt dx. \]

By the Hölder inequality, this value has the upper bound
\[ p' \left( \int_0^\infty t^{p-1} (J_{\chi_{\mu}})^{p'} dt dx \right)^{2-p'} \left( \int_0^\infty (J_{\chi_{\mu}})^{p'-1} \int_0^\infty J_{\chi_{\mu}} t^{p-2} dt d\tau dx \right)^{p'-1}. \]

which does not exceed
\[ p'M^{p'-1} \left( \int_0^\infty ||J_{\chi_{\mu}}||_{p'} t^{p-1} dt \right)^{2-p'} \left( \int_0^\infty \text{cap}(Q_t; H_p^\delta) t^{p-1} dt \right)^{p'-1} \]
by (4.2). So the inequality (4.1) is proved for \( p \geq 2 \).

Now let \( p < 2 \). The left hand side of (4.1) is equal to
\[ p' \left( \int_0^\infty J_{\chi_{\mu}} t^{p-2} dt \left( \int_0^t J_{\chi_{\mu}} t^{p-2} d\tau \right)^{p'-1} \right) dx \]
and so, according to the Minkowski inequality, is not less than
\[ p' \left( \int_0^\infty \left( \int_0^t (J_{\chi_{\mu}})^{p'-1} J_{\chi_{\mu}} d\tau \right)^{p-1} t^{p-2} d\tau \right)^{p'-1} t^{p-2} dt. \]

Using (4.2), we obtain the following majorant for this value
\[ p'M \int_0^\infty \text{cap}(Q_t; H_p^\delta) \left( \int_0^t t^{p-2} d\tau \right)^{p'-1} t^{p-2} dt. \]

Thus, (4.1) is proved for \( p < 2 \).

**THEOREM 4.1.** (cf. [5]). The exact constant \( A \) in the inequality
\[ ||u||_{L_M^p(\mu)} \leq A ||u; S||, \]  
\text{(4.3)}
where \( S = H_p^\delta \), if \( p \leq n \) and \( S = H_p^\delta \), if \( p \leq n \), is equivalent to the value
\[ B = \sup \left\{ \frac{\text{cap}(E; S)}{\text{cap}(E; S)} : E \subset \mathbb{R}^n, \text{cap}(E; S) > 0 \right\}. \]  
\text{(4.4)}
PROOF. From the definition of the norm in $L^p_M(\mu)$ and the equality (2.10), we obtain
\[ \| | u |^p : L^p_M(\mu) \| = \sup \{ p \int_0^\infty \int_0^\infty \chi_{Q_\tau} v \mu \, d\tau \, d\tau : \int N(v) \, d\mu \leq 1 \} \]
\[ \leq p \int_0^\infty \sup \{ \int \chi_{Q_\tau} v \mu \, d\tau : \int N(v) \, d\mu \leq 1 \} \, d\tau \]
\[ = p \int_0^\infty \| \chi_{Q_\tau} : L^p_M(\mu) \| \, d\tau = p \int \mu(Q_\tau) N^{-1}(1/\mu(Q_\tau)) \, d\tau \]
(Here $\chi_{Q_\tau}$ is the characteristic function of the set $Q_\tau = \{ x : \, |u(x)| \leq \tau \}$). This and (4.4) lead to the estimate
\[ \| | u |^p : L^p_M(\mu) \| \leq p B \int_0^\infty \text{cap}(Q_\tau ; S) \, d\tau \leq c p B \| u \|_P \| S \|_P, \]
where $c$ is a constant from (1.4). Thus $A \leq c p B$.

We now derive the opposite estimate. Let $K$ denote an arbitrary compact in $\mathbb{R}^n$ and $u$ be any function from $C_0^\infty$ such that $u \geq 1$ on $K$. Putting $u$ into (4.3) and using the definition of the $(\lambda, p)$-capacity, we obtain
\[ \mu(K) N^{-1}(1/\mu(K)) \leq A \text{cap}(K; S). \]
The passage from compacts to any Borel sets can be performed in a standard way. So $B \leq A$. The proof of the theorem is complete.

THEOREM 4.2. Let $M$ be a convex function satisfying the conditions formulated in 2.3, and $N$ be a complementary function to $M$. Let then $\Phi$ be the inverse function to $t \to t N^{-1}(1/t)$, subjected to condition (3.6), and in addition to condition (3.7), if $p = 2 + \ell/n$. Then (a) the exact constant $A$ in the inequality (4.3) with $S = h^{\ell}_p$, $\ell p < n$, is equivalent to
\[ C_1 = \sup \{ \rho^{\ell p / n} \mu(B(x; \rho)) N^{-1}(1/\mu(B(x; \rho))) : x \in \mathbb{R}^n; \rho > 0 \}. \]
(\(b\) the exact constant $A$ in (4.3) with $S = h^{\ell}_p$ is equivalent to
\[ C_2 = \sup \{ \rho^{\ell p / n} \mu(B(x; \rho)) N^{-1}(1/\mu(B(x; \rho))) : x \in \mathbb{R}^n; 0 < \rho < 1 \}, \]
if $p \ell < n$ and to
\[ C_3 = \sup \{ |\log \rho|^{p-1} \mu(B(x; \rho)) N^{-1}(1/\mu(B(x; \rho))) : x \in \mathbb{R}^n; 0 < \rho < 1/2 \}, \]
if $p \ell = n$.

The proof follows immediately from Theorem 4.1 and the equivalence $B \sim C_j$, $j = 1, 2, 3$ obtained in Corollary 3.2 and Note 3.2.
NOTE 4.1. The constant $A$ in (4.3) with $S = H^\lambda_p$, $p^\lambda > n$, is equivalent to

$$C_4 = \sup \{ \mu(B(x;1))^{-1/\lambda}(1/\mu(B(x;1)) : x \in \mathbb{R}^n \}.$$ 

Indeed, let $\{\eta^{(j)}\}$ be a partition of unity subordinate to a covering of $\mathbb{R}^n$ by unit balls $\{B^{(j)}\}$ with finite multiplicity. From the definition of the norm in $L^\infty(\mathbb{R}^n)$ and Sobolev's Theorem on embedding $H^\lambda_p$ into $L^\infty(\mathbb{R}^n)$ we obtain

$$|| u \|_{L^\infty(\mathbb{R}^n)} \leq c \sum_j || u \eta^{(j)} \|_{L^\infty(\mathbb{R}^n)} \leq c_1 \sum_j || \chi(\cdot; B^{(j)}) \eta^{(j)} \|_{L^\infty(\mathbb{R}^n)} \leq c_1 C_4 \sum_j || u \eta^{(j)} \|_{H^\lambda_p}.$$ 

The last sum does not exceed $c || u \|_{H^\lambda_p}$ (see [31]), hence $A \leq c_2 C_4$. The opposite estimate follows from (4.3) by substituting the function $\eta \in C_0(\mathbb{B}(x;2))$, $\eta = 1$ on $B(x;1)$.

Now D.R. Adam's theorem, mentioned in our Introduction, follows from (a) of Theorem 4.2 with $M(t) = t^{q/p}$, $q > p$.

NOTE 4.2. (see [32]). If $q = p$, then the condition (1.5) is not sufficient for (1.2) to hold. Let $q = p$, $n > p^\lambda$. We choose a Borel set $E$ with a finite and positive $(n - p^\lambda)$-dimensional Hausdorff measure. We can take $E$ to be closed and bounded (since any Borel set of positive Hausdorff measure contains a bounded subset with the same property). According to Frostman's theorem (see [33], Theorem 1, Chapter II) there exists a measure $\mu$ with support in $E$, such that

$$\mu(B(x;\rho)) \leq c \rho^{n-p^\lambda}$$

where $c$ is a constant, independent of $x$ and $\rho$. By Proposition 2.3, $\text{cap}(E; H^\lambda_p) = 0$. On the other hand, from (1.2) it follows that $\mu(E) \leq A \text{cap}(E; H^\lambda_p)$ and hence $\mu(E) = 0$.

This contradiction shows that (1.2) fails although (4.5) holds.

Setting $M(t) = t^{q/p}$ in Theorem 4.2, we obtain the following new result for the case $p = n$.

COROLLARY 4.1. If $p = n$, then the exact constant $A$ in

$$|| u \|_{L^q(\mu)} \leq A || u \|_{H^\lambda_p}$$

is equivalent to
ESTIMATES FOR CAPACITIES AND TRACES OF POTENTIALS

\[ C_5 = \sup \{ |\log \rho|^{p-1} [\mu(B(x;\rho))]^{p/q} : x \in \mathbb{R}^n; 0 < \rho < 1/2 \}. \]

The following statement, obtained in [13] by another method and relating to the case \( p = n \) and measures of positive dimension, follows easily from Theorem 4.2.

**COROLLARY 4.2.** Let \( p = n \) and \( M(t) = \exp(t^{p'-1}) - 1 \). The inequality (4.3) holds if and only if for some \( \beta > 0 \):

\[ \sup \{ \rho^\beta \mu(B(x;\rho)) : x \in \mathbb{R}^n; 0 < \rho < 1 \} < \infty. \]

**PROOF.** Since \( N'(t) = (\log t)^{p-1} (1 + o(1)) \) as \( t \to \infty \) then \( \Phi^{-1}(t) = tN^{-1}(1/t) = (\log t)^{1-p}(1 + o(1)) \). Hence, \( \log \Phi(t) = -t^{p'-1}(1 + o(1)) \). Obviously, \( \Phi \) satisfies the condition (3.6). It remains now to use \( \text{cap}(B(\rho); H^p_p) \sim |\log \rho|^{1-p} \) with \( \rho \in (0;1/2) \) and to apply Theorem 4.1. The proof is complete.

**NOTE 4.3.** Since \( B^\beta_p(\mathbb{R}^n) \) is the space of traces on \( \mathbb{R}^n \) of functions from \( H^{\beta+1/p}_p(\mathbb{R}^{n+1}) \) ([17]) then Theorem 4.2 and Corollary 4.1 still hold if space \( H^\beta_p(\mathbb{R}^n) \) is changed to \( B^\beta_p(\mathbb{R}^n) \).
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