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We give a representation theorem for Hilbert algebras by means of ordered sets and characterize the homomorphisms of Hilbert algebras in terms of applications defined between the sets of all irreducible deductive systems of the associated algebras. For this purpose we introduce the notion of order-ideal in a Hilbert algebra and we prove a separation theorem. We also define the concept of semi-homomorphism as a generalization of the similar notion of Boolean algebras and we study its relation with the homomorphism and with the deductive systems.
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1. Introduction and preliminaries. Hilbert algebras correspond to the algebraic counterpart of the implicative fragment of Intuitionistic Propositional Logic. For the general development of Hilbert algebras, the notion of deductive system (also called implicative filters) plays an important role. For example, it is known that the set of all deductive systems of a Hilbert algebra is a distributive lattice isomorphic to the lattice of congruences (see [2, 4]). In [4], Diego proved that every Hilbert algebra can be represented as a subalgebra of the Hilbert algebra of the open subsets of a suitable $T_0$ topological space. Our central aim is to prove a new representation theorem for Hilbert algebras by means of ordered sets and give some results relating homomorphisms of Hilbert algebras to deductive systems and a weaker version of homomorphisms.

In Section 2, we start recalling the notion of deductive system and irreducible deductive system. We prove a theorem of separation, and a representation theorem for Hilbert algebras by means of ordered sets. In Section 3, we introduce the notion of semi-homomorphism between Hilbert algebras. We prove a characterization of the semi-homomorphism by means of deductive systems and we prove a characterization of the homomorphism by means of irreducible deductive systems. To conclude, we deal with the study of injective and surjective homomorphism of Hilbert algebras.

We note that Hilbert algebras are dual to positive implicative BCK-algebras. This duality was first noted in [3], and fully proved in [1, 5]. Thus, the results given in this note can be applied straightly to the positive implicative BCK-algebras.

**DEFINITION 1.1.** A Hilbert algebra is an algebra $(A, -, 1)$ where $A$ is a nonempty set, $-$ is a binary operation on $A$, $1$ is an element of $A$ such that the following conditions are satisfied for every $a, b, c \in A$:

- (H1) $a - (b - a) = 1$.
- (H2) $(a - (b - c)) - ((a - b) - (a - c)) = 1$.
- (H3) If $a - b = 1$ and $b - a = 1$, then $a = b$. 


Let $A$ be a Hilbert algebra. It is known that the relation $\leq$ defined in $A$ by $a \leq b$ if and only if $a \rightarrow b = 1$ is a partial order on $A$ where 1 is the greatest element of $A$ with respect to this ordering.

**Proposition 1.2.** Let $A$ be a Hilbert algebra. Then the following properties are valid for any $a, b, c \in A$:

1. $a \leq b \rightarrow a$.
2. $a \rightarrow 1 = 1$.
3. $1 \rightarrow a = a$.
4. $a \rightarrow (b \rightarrow c) = b \rightarrow (a \rightarrow c)$.
5. $a \rightarrow (b \rightarrow c) = (a \rightarrow b) \rightarrow (a \rightarrow c)$.
6. If $a \leq b$, then $c \rightarrow a \leq c \rightarrow b$ and $b \rightarrow c \leq a \rightarrow c$.

**Proof.** See [2] or [4].

2. Representation theorem

**Definition 2.1.** Let $A$ be a Hilbert algebra. A deductive system of $A$ is a subset $D$ of $A$ such that

(D1) $1 \in D$,
(D2) if $a, a \rightarrow b \in D$, then $b \in D$.

Let $A$ be a Hilbert algebra. The set of all deductive systems of $A$ is denoted by $\text{Ds}(A)$. It is known that $\text{Ds}(A)$ is a distributive lattice (see [4]). If $X \subseteq A$, then the deductive system generated by $X$, in symbols $D(X)$, is the set (see [2] or [4])

$$D(X) = \{ a \in A : \exists \{ x_0, x_1, \ldots, x_n \} \subseteq X : x_0 \rightarrow (x_1 \rightarrow \cdots (x_n \rightarrow a) \cdots) = 1 \}. \quad (2.1)$$

**Definition 2.2.** Let $A$ be a Hilbert algebra. Let $D \in \text{Ds}(A)$. Then we say that

1. $D$ is irreducible if and only if for any $D_1, D_2 \in \text{Ds}(A)$ such that $D = D_1 \cap D_2$, then $D = D_1$ or $D = D_2$.
2. $D$ is completely irreducible if and only if for any family $H = \{ D_i : i \in I \} \subseteq \text{Ds}(A)$ such that $D = \bigcap \{ D_i : i \in I \}$, then $D = D_i$ for some $i \in I$.

We denote the set of all irreducible and the set of all completely irreducible deductive systems of $A$, by $X(A)$ and $X_c(A)$, respectively.

The following results are known (see [2, 4]).

**Theorem 2.3.** Let $A$ be a Hilbert algebra. Then

1. $D \in X(A)$ if and only if for every $a, b \notin D$ there exists $c \notin D$ such that $a \leq c$ and $b \leq c$.
2. $D \in X_c(A)$ if and only if there exists $c \notin D$ such that $a \rightarrow c \in D$ for every $a \notin D$.
3. For all $a, b \in A$ if $a \leq b$ there exists $D \in X_c(A)$ such that $a \in D$ and $b \notin D$.

The following result gives another characterization of irreducible deductive systems in a Hilbert algebra.

**Lemma 2.4.** Let $A$ be a Hilbert algebra. Let $D \in \text{Ds}(A)$. Then $D$ is irreducible if and only if for every $a, b \notin D$ there exists $c \notin D$ such that $a \rightarrow c$, $b \rightarrow c \in D$. 

**Proof.** The direction (⇒) follows by assertion 1 of Theorem 2.3. 

(⇐). Suppose that \(D_1, D_2 \in \text{Ds}(A)\) such that \(D = D_1 \cap D_2, D \neq D_1\) and \(D \neq D_2\). Then there exist \(a \in D_1 - D\) and \(b \in D_2 - D\). Then, by assumption, there exists \(c \notin D\) such that \(a - c \in D\) and \(b - c \in D\). So, \(a, a - c \in D_1\) and as \(D_1 \in \text{Ds}(A)\), then \(c \in D_1\). Similarly, \(c \in D_2\). Thus, \(c \in D_1 \cap D_2 = D\), which is a contradiction. \(\Box\)

**Definition 2.5.** Let \(A\) be a Hilbert algebra. A subset \(I\) of \(A\) is called an order-ideal of \(A\) if 

(ID1) If \(b \in I\) and \(a \leq b\), then \(a \in I\).
(ID2) If \(a, b \in I\) then there exists \(c \in I\) such that \(a \leq c\) and \(b \leq c\).

The set of all order-ideals of \(A\) will be denoted by \(\text{Id}(A)\).

Now, we prove the mentioned separation theorem.

**Theorem 2.6.** Let \(A\) be a Hilbert algebra. Let \(D \in \text{Ds}(A)\) and \(I \in \text{Id}(A)\) such that \(D \cap I = \emptyset\). Then there exists \(P \in X(A)\) such that \(D \subseteq P\) and \(P \cap I = \emptyset\).

**Proof.** Consider the following subset of \(\text{Ds}(A)\):

\[
\mathcal{F} = \{H \in \text{Ds}(A) : D \subseteq H\}.
\]  
(2.2)

Since \(D \in \mathcal{F}\), then \(\mathcal{F} \neq \emptyset\). It is clear that the union of a chain of elements of \(\mathcal{F}\) is also in \(\mathcal{F}\). So, by Zorn’s lemma, there exists a maximal deductive system \(P \in \mathcal{F}\). We prove that \(P \in X(A)\). Let \(a, b \in P\) and consider the deductive systems \(P_a = D(P \cup \{a\})\) and \(P_b = D(P \cup \{b\})\). Clearly, \(P \subseteq P_a \cap P_b\). Then, \(P_a, P_b \notin \mathcal{F}\). Thus, \(P_a \cap I \neq \emptyset\) and \(P_a \cap I \neq \emptyset\). It follows that there exist \(x, y \in I\) such that \(a - x \in P\) and \(b - y \in P\). Since \(I\) is an order-ideal, there exists \(c \in I\) such that \(x \leq c\) and \(y \leq c\). So, \(a - x \leq a - c \in P\) and \(b - y \leq b - c \in P\). Therefore, by Lemma 2.4, we conclude that \(P \in X(A)\). \(\Box\)

Let \(\langle X, \leq \rangle\) be a poset. For \(Y \subseteq X\), we put \([Y] = \{x \in X : y \leq x \text{ for some } y \in Y\}\). A subset \(Y\) of \(X\) is increasing if \(Y = [Y]\). The sets of all increasing subsets of \(X\) will be denoted by \(\mathcal{P}_1(X)\).

**Lemma 2.7.** Let \(\langle X, \leq \rangle\) be a poset. Then \(\langle \mathcal{P}_1(X), \Rightarrow, X \rangle\) is a Hilbert algebra where the implication \(\Rightarrow\) is defined by

\[
U \Rightarrow V = \{x \in X : [x] \cap U \subseteq V\},
\]  
(2.3)

for \(U, V \in \mathcal{P}_1(X)\).

**Proof.** The proof is immediate. \(\Box\)

Let \(A\) be a Hilbert algebra. Consider the poset \(\langle X(A), \subseteq \rangle\) and consider the mapping

\[
\beta : A \to \mathcal{P}_1(X(A))
\]  
(2.4)

defined by

\[
\beta(a) = \{P \in X(A) : a \in P\}.
\]  
(2.5)

**Theorem 2.8** (representation theorem). Let \(A\) be a Hilbert algebra. Then, \(A\) is isomorphic to the subalgebra \(\beta(A) = \{\beta(a) : a \in A\}\) of \(\mathcal{P}_1(X(A))\).
PROOF. It is clear that the map \( \beta : A \rightarrow \mathcal{P}_1(X(A)) \) is injective. We prove that \( \beta(a \rightarrow b) = \beta(a) \Rightarrow \beta(b) \). Let \( P, Q \in X(A) \) and \( a, b \in A \) such that \( a \rightarrow b \in P \). If \( Q \in [P] \cap \beta(a) \), then \( Q \in \beta(b) \), that is, \( b \in Q \).

Suppose that \( a \rightarrow b \notin P \). Consider the deductive systems \( P_a = D(P \cup \{a\}) \). Since \( b \notin P_a \), then there exists \( Q \in X(A) \) such that \( P \subseteq Q, a \in Q \) and \( b \notin Q \). Thus, \( P \notin \beta(a) \Rightarrow \beta(b) \).

3. Homomorphisms of Hilbert algebras. The purpose of this section is to study the homomorphism between Hilbert algebras.

**Definition 3.1.** Let \( A \) and \( B \) be Hilbert algebras. A semi-homomorphism is a mapping \( h : A \rightarrow B \) such that

1. \( h(1) = 1 \),
2. \( h(a \rightarrow b) \leq h(a) \rightarrow h(b) \), for every \( a, b \in A \).

**Theorem 3.2.** Let \( A \) and \( B \) be Hilbert algebras. Let \( h : A \rightarrow B \) be a mapping. Then the following conditions are equivalent:

1. \( h \) is a semi-homomorphism
2. \( h^{-1}(D) \in Ds(A) \) for all \( D \in Ds(B) \).

**Proof.** (1)\( \Rightarrow \)(2). Let \( D \in Ds(B) \). By condition (SH1), \( 1 \in h^{-1}(D) \). If \( a, a \rightarrow b \in h^{-1}(D) \), then \( h(a), h(a \rightarrow b) \leq h(a) \rightarrow h(b) \in D \). Since \( D \) is a deductive system, then \( h(b) \in D \), that is, \( b \in h^{-1}(D) \). Thus, \( h^{-1}(D) \in Ds(A) \).

(2)\( \Rightarrow \)(1). Suppose that \( h^{-1}(D) \in Ds(A) \) for all \( D \in Ds(B) \). If \( h(1) \neq 1 \), then there exists \( D \in Ds(B) \) such that \( h(1) \notin D \), that is, \( 1 \notin h^{-1}(D) \), which is impossible. Thus, \( h(1) = 1 \). Suppose that \( h(a \rightarrow b) \notin h(a) \rightarrow h(b) \). Then, there exists \( P \in X(B) \) such that \( h(a \rightarrow b) \in P \) and \( h(a) \rightarrow h(b) \notin P \). Consider the deductive system \( D(P \cup h(a)) \).

Since \( h(b) \notin D(P \cup h(a)) \), there exists \( Q \in X(A) \) such that \( P \subseteq Q \), \( h(a) \in Q \) and \( h(b) \notin Q \). As \( a \rightarrow b \in h^{-1}(P) \leq h^{-1}(Q) \) and \( a \in h^{-1}(Q) \), then \( b \in h^{-1}(Q) \), which is a contradiction. Therefore, \( h(a \rightarrow b) \leq h(a) \rightarrow h(b) \).

Let \( A \) be a Hilbert algebra. The set complement of a subset \( P \) of \( A \) is denoted by \( P^c \).

Let \( A \) and \( B \) be Hilbert algebras. Let \( h : A \rightarrow B \) be a homomorphism. It is easy to see that, for each \( P \in X(A) \), the subset of \( B \)

\[
(h(P^c)) = \{ y \in B : y \leq h(p) \text{ for some } p \notin P \}
\]

(3.1)

is an order-ideal of \( B \). This fact will be used in the following results.

**Theorem 3.3.** Let \( A \) and \( B \) be Hilbert algebras. Let \( h : A \rightarrow B \) be a semi-homomorphism. Then the following conditions are equivalent:

1. \( h \) is a homomorphism.
2. For every \( (P, Q) \in X(B) \times X(A) \) such that \( h^{-1}(P) \subseteq Q \) there exists \( D \in X(B) \) such that \( P \subseteq D \) and \( h^{-1}(D) = Q \).

**Proof.** (1)\( \Rightarrow \)(2). Suppose that \( h : A \rightarrow B \) is a homomorphism. Let \( (P, Q) \in X(B) \times X(A) \) such that \( h^{-1}(P) \subseteq Q \). Consider the deductive system \( D(P \cup h(Q)) \). Since \( Q \in X(A) \) then \( (h(Q^c)) \in Id(B) \). We prove that

\[
D(P \cup h(Q)) \cap (h(Q^c)) = \emptyset.
\]

(3.2)
Suppose the contrary. Then there exists \( p \in P, q \in Q, \) and \( a \notin Q \) such that \( p \rightarrow (h(q) \rightarrow h(a)) = 1. \) Since \( h \) is a homomorphism, then \( p \rightarrow h(q \rightarrow a) = 1 \in P. \) So, \( h(q \rightarrow a) \in P \) and this implies that \( q \rightarrow a \in h^{-1}(P) \subseteq Q. \) Thus, \( a \notin Q, \) which is a contradiction. Therefore, \( D(P \cup h(Q)) \cap (h(Q^c)) = \emptyset. \) By Theorem 2.6, there exists \( D \in X(B) \) such that \( P \subseteq D \) and \( h^{-1}(D) = Q. \)

(2)\( \Rightarrow \) (1). Let \( a, b \in A \) and assume that \( h(a) \rightarrow h(b) \notin h(a \rightarrow b). \) Then there exists \( P \in X(B) \) such that \( h(a) \rightarrow h(b) \in P \) and \( a \rightarrow b \notin h^{-1}(P). \) Since \( h \) is a semi-homomorphism, by Theorem 3.2, \( h^{-1}(P) \in Ds(A). \) So, there exists \( Q \in X(A) \) such that \( h^{-1}(P) \subseteq Q, a \in Q \) and \( b \notin Q. \) By assumption, there exists \( D \in X(B) \) such that \( P \subseteq D \) and \( h^{-1}(D) = Q. \) But since \( h(a) \rightarrow h(b) \in P \subseteq D \) and \( h(a) \in D, \) we get that \( h(b) \in D, \) which is a contradiction. We conclude that \( h \) is a homomorphism. \( \square \)

Let \( A \) and \( B \) be Hilbert algebras and let \( h : A \rightarrow B \) be a homomorphism. Consider the subset of \( X(B) \)

\[
X_h(B) = \{P \in X(B) : h^{-1}(P) \in X(A)\}. \tag{3.3}
\]

Consider the partial mapping

\[
X(h) : X_h(B) \rightarrow X(A) \tag{3.4}
\]

defined by

\[
X(h)(P) = h^{-1}(P), \tag{3.5}
\]

with \( P \in X_h(B). \)

**Theorem 3.4.** Let \( A \) and \( B \) be Hilbert algebras and let \( h : A \rightarrow B \) be a homomorphism. Then

(1) \( h \) is injective if and only if \( X(h) \) is surjective.

(2) \( h \) is surjective if and only if \( X(h) \) is injective with \( X_h(B) = X(B). \)

**Proof.** (1) \( \Rightarrow \) Let \( P \in X(A). \) Consider the deductive system \( D(h(P)). \) We prove that

\[
D(h(P)) \cap (h(P^c)) = \emptyset. \tag{3.6}
\]

Suppose the contrary case. Then there exists \( p \in P \) and \( a \notin P \) such that \( h(p) \rightarrow h(a) = 1. \) Since \( h \) is homomorphism, \( h(p \rightarrow a) = 1 = h(1), \) and as \( h \) is injective, we get \( p \rightarrow a = 1. \) So, \( a \in P, \) which is impossible. Thus, by Theorem 2.6, there exists \( Q \in X(B) \) such that \( h(P) \subseteq Q \) and \( h(P^c) \cap Q = \emptyset, \) that is, \( h^{-1}(Q) = P. \) Therefore, \( X(h) \) is surjective.

(\( \Leftarrow \)) Let \( a, b \in A. \) Suppose that \( a \notin b. \) Then there exists \( P \in X(A) \) such that \( a \in P \) and \( b \notin P. \) By assumption, there exists \( Q \in X_h(B) \subseteq X(B) \) such that \( P = h^{-1}(Q) \) and \( h(a) \in Q \) and \( h(b) \notin Q. \) It follows that \( h(a) \notin h(b), \) which implies that \( h \) is injective.

(2) \( \Rightarrow \) First, we prove that \( X_h(B) = X(B). \) Let \( Q \in X(B). \) Since \( h \) is a homomorphism, \( h^{-1}(Q) \in Ds(A). \) Let \( a, b \in A \) such that \( h(a), h(b) \notin Q. \) Then there exists \( c \notin Q \) such that \( h(a) \leq c \) and \( h(b) \leq c. \) Since \( h \) is onto, there exists \( d \in B \) such that \( c = h(d). \) So, \( h(a) \leq h(d) \) and \( h(b) \leq h(d) \) with \( d \notin h^{-1}(Q). \) Thus, \( h^{-1}(Q) \in X(A) \) and consequently \( X_h(B) = X(B). \)
Let $P, Q \in X(B)$ such that $h^{-1}(P) \subseteq h^{-1}(Q)$. Then it is easy to check that $P \subseteq Q$. So, $X(h)$ is an order-isomorphism. Thus, $X(h)$ is injective.

$(\Rightarrow)$ Let $b \in B$ and assume that $b \notin h(A) = \{ h(a) : a \in A \}$. Consider the deductive system $D(b)$ and the deductive system $D(h(h^{-1}(D(b))))$. We prove that

$$D(h(h^{-1}(D(b)))) \cap (b) = \emptyset. \quad (3.7)$$

Suppose the contrary. Then there exists $h(x) \in D(b)$ such that $h(x) \leq b$. It follows that $b = h(x)$, which is a contradiction. So, by Theorem 2.6, there exists $P \in X(B)$ such that $h(h^{-1}(D(b))) \subseteq P$ and $b \notin P$. We prove now that

$$(P^c \cap h(A)) = \{ y \in B : y \leq x \text{ for some } x \in P^c \cap h(A) \} \quad (3.8)$$

is an order-ideal of $B$. It is enough to prove that if $x, y \in P^c \cap h(A)$, then there exists $c \in P^c \cap h(A)$ such that $x \leq c$ and $y \leq c$. Let $x, y \in P^c \cap h(A)$. Then $x = h(a)$ and $y = h(b)$ for some $a, b \in A$. Since $a, b \notin h^{-1}(P)$ and by assumption, $h^{-1}(P) \subseteq X(B)$, then there exists $c \notin h^{-1}(P)$ such that $a \leq c$ and $b \leq c$. So, $x \leq h(c)$ and $y \leq h(c)$. Thus, $(P^c \cap h(A))$ is an order-ideal of $B$.

We prove that

$$D(P \cap h(A) \cup \{ b \}) \cap (P^c \cap h(A)) = \emptyset. \quad (3.9)$$

Assume the contrary, then there exists $a \in D(P \cap h(A) \cup \{ b \}) \cap (P^c \cap h(A))$, $p = h(q) \in P \cap h(A)$, and $d = h(z) \in P^c \cap h(A)$ such that $b \rightarrow (h(q) \rightarrow a) = 1$ and $a \leq h(z)$. Thus, $h(q \rightarrow z) \in D(b)$. It follows that $q \rightarrow z \in h^{-1}(D(b)) \subseteq h^{-1}(P)$. Since $q \in P$, then $z \in h^{-1}(P)$, that is, $h(z) = d \in P$, which is absurd. Thus, (3.9) is valid. By Theorem 2.6, there exists $Q \in X(B)$ such that $Q \cap h(A) = P \cap h(A)$ and $b \in Q$. So, $h^{-1}(Q) = h^{-1}(P)$ and as $X(h)$ is injective we conclude that $Q = P$. Thus, $b \in P$, which is a contradiction. So $b \in h(A)$ and therefore $h$ is surjective.

\[ \square \]

4. Conclusions. In this note, we give a representation theorem for Hilbert algebras and we give several results relating homomorphism of Hilbert algebras to deductive systems and semi-homomorphisms. One of the referees pointed out that these results can help to find a full duality for Hilbert algebras. This problem was one of the motivations to study the representation for Hilbert algebras. Unfortunately, we cannot give a full duality. However, using the results of this note, we have given a duality for implicational semilattice (or positive implicative BCK-algebras with condition (5)) [6]. These results will be presented in a future paper.
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