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Abstract. The Cauchy problem for the damped Boussinesq equation with small initial data is considered in two space dimensions. Existence and uniqueness of its classical solution is proved and the solution is constructed in the form of a series. The major term of its long-time asymptotics is calculated explicitly and a uniform in space estimate of the residual term is given.
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1. Introduction. In recent years, the studies of nonlinear waves in media with dispersion have attracted attention of many mathematicians and physicists. One of the equations describing such processes is the Boussinesq one which was derived in the paper [6] and governs the propagation of long waves on the surface of shallow water. It can be written as

\[ u_{tt} = -\alpha u_{xxxx} + u_{xx} + \beta (u^2)_{xx}, \quad x \in \mathbb{R}, \ t > 0, \quad (1.1) \]

where \( u(x, t) \) is an elevation of the free surface of fluid. Subscripts denote partial derivatives, and \( \alpha, \beta = \text{const} \in \mathbb{R} \) depend on the depth of fluid and the characteristic speed of propagation of long waves. Interesting comments on the derivation of (1.1) may be found in the survey [16]. It should be emphasized that the Boussinesq equation admits both right- and left-running wave solutions while the well-known Korteweg-de-Vries one governs waves traveling in only one direction.

There is extensive literature on equation (1.1) (see, for example, [8, 9, 12, 13, 15, 14, 19, 28], and the references there) which has been studied from various points of view. Hirota [12] has deduced conservation laws and has examined \( N \)-soliton interaction, and Clarkson [8] has given a general approach to construct exact solutions. Nonlinear evolution of a linearly stable solution has been investigated by Yajima [26]. Zakharov [28] has constructed the Lax pair for the inverse scattering transform. Nakamura [17] has discovered the explode-decay solitary wave solutions of the “spherical” Boussinesq equation, and Hirota [13] has applied the Wronskian technique for finding rational solutions of the spherical and the classical Boussinesq equations. The representation of periodic waves as sums of solitons has been given by Whitham [25]. Abstract Cauchy problems for the generalizations of (1.1) in Banach spaces have been
considered in [14, 15, 19], where some sufficient conditions for the blow up of solutions in finite time have been presented.

Equation (1.1) takes into account dispersion, but in real processes, viscosity, also, plays an important role. Therefore, it is interesting to consider the equation

\[ u_{tt} - 2bu_{txx} = -\alpha u_{xxxx} + u_{xx} + \beta (u^2)_{xx}, \quad x \in \mathbb{R}, t > 0, \]  

(1.2)

which differs from the classical Boussinesq equation in the second term on the left-hand side accounting for dissipation. Here, \( \alpha, b = \text{const} > 0, \beta = \text{const} \in \mathbb{R}^1 \).

In the papers [5, 3, 4], Biler has examined some abstract Cauchy problems for the generalization of (1.2). Strictly speaking, the nonlinearity considered there was different (it contained some powers of the \( L_2 \)-norm of the solution in question), and the \textit{“oscillation condition”} used in [5] in the case of constant coefficients (1.2) took the form \( \alpha > b^2 \) (this condition is, also, used in the present paper). The author has obtained sufficient conditions for both power and exponential decay in time of some norms of the solution. In [27], You has considered (1.2) from a different point of view. He has applied the theory of global attractors and inertial manifolds to this equation. However, as far as the author of the present note knows, long time asymptotic expansions of solutions of the classical Cauchy problems for this equation have not yet been obtained.

The present paper is a continuation of the investigations [20, 22, 23, 21] on studying classical solutions of the Cauchy problems for equation (1.2) and it deals with the two-dimensional case in space. It is well known that one of the methods of examining such problems for nonlinear evolution equations is the inverse scattering transform [1, 7]. Another approach has been proposed by Naumkin and Shishmarev [18], who have studied nonlocal nonlinear equations of the first order in time and with small initial data. They have used both the spectral and the perturbation theories for obtaining long time asymptotics of the solutions in question. In [20, 22, 23], this method has been developed further and has been adapted for equations of the second order in time governing wave propagation. Global in time solutions of the classical Cauchy problems for (1.2) have been constructed in the form of a series in small parameter present in the initial conditions. The main term of the asymptotics has been presented in the explicit form and has not contained a series in small parameter as in [18]. The questions of the existence and uniqueness of the generalized solutions in the cases of one, two, and three space dimensions have been considered in [21]. However, the asymptotic behavior of solutions to (1.2) has been established only for the case of one space dimension (see [20, 22]). In particular, in [22], it was proved that the major term, as \( t \to +\infty \), of the solution consisted of two solitary waves traveling in opposite directions and diffusing in space. Each of them was governed by the Burgers equation with a transfer. This long time approximation turned out to be essentially nonlinear.

In the present note, it is proved that the linear operator determines the long time behaviour of the solution in the case of two space dimensions (this is usually true also for higher-dimensional cases). The \textit{“linear approximation”} consists of two parts corresponding to the isotropic and non-isotropic transfer of small perturbations in space. The \textit{“non-isotropic”} part results from taking into account several terms of the expansions of the Fourier images of the initial data for small values of parameter.
This, in its own turn, is needed because of the appearance of singularities in the Fourier image representation. Such a situation has never occurred in comparatively simple cases studied in [18]. The integrals present in the major term of the asymptotic formula can be called "modified error functions" and they are interesting from the point of view of the application of Laplace's method in the case of the coalescence of several singularities.

2. Statement of the problem and the main theorem. We pose the following Cauchy problem:

\[ u_{tt} - 2b \Delta u_t = -\alpha \Delta^2 u + \Delta u + \beta \Delta (u^2), \quad x \in \mathbb{R}^2, \ t > 0, \]  
\[ u(x,0) = \varepsilon \phi(x), \quad u_t(x,0) = \varepsilon \psi(x), \quad x \in \mathbb{R}^2, \]  
where \( \alpha, b, \varepsilon = \text{const} > 0 \), \( \beta = \text{const} \in \mathbb{R}^1 \), \( \Delta = \partial^2 / \partial x_1^2 + \partial^2 / \partial x_2^2 \), and \( \phi(x) \) and \( \psi(x) \) are real-valued functions of \( x \).

In the sequel, we denote \( \int_{\mathbb{R}^2} \) by \( \int\int \), a Fourier transform of the function \( u(x,t) \) by

\[ \hat{u}(p,t) = \int\int e^{-i(p,x)}u(x,t)dx, \quad (p,x) = p_1x_1 + p_2x_2, \quad p \in \mathbb{R}^2, \]  
an inverse transform by

\[ u(x,t) = F^{-1}(\hat{u}(p,t)) = (2\pi)^{-2} \int\int e^{i(p,x)}\hat{u}(p,t)dp, \]  
and a convolution in \( p \) by

\[ f(p,t) \ast g(p,t) = \int\int f(p-q,t)g(q,t)dq. \]  

We, also, use the space \( H^0(\mathbb{R}^2) \) equipped with the norm

\[ \|u\| = \|u\|_{H^0(\mathbb{R}^2)} = \left( \int\int |\hat{u}(p,t)|^2dp \right)^{1/2} \]  
and the notations \( m(p) = \min(1,|p|) \), \( M(p) = \max(1,|p|) \), \( |p| = (p_1^2 + p_2^2)^{1/2} \), so that \( |p| = m(p)M(p) \). We denote by \( c \) different positive constants not dependent on \( x, t, \varepsilon, \) and \( p \). They may depend on the coefficients of the equation and the initial data.

**DEFINITION.** \( f(x) \in \tilde{C}_{x_1}^n(\mathbb{R}^2) \) if the functions \( f(x), \partial f / \partial x_1, \ldots, \partial^{n-1} f / \partial x_1^{n-1} \rightarrow 0 \) as \( |x_1| \rightarrow +\infty \), are absolutely integrable over \( \mathbb{R}^1 \) in \( x_2 \), and \( \partial^n f / \partial x_1^n \in L_1(\mathbb{R}^2) \).

The class \( \tilde{C}_{x_2}^n(\mathbb{R}^2) \) is defined analogously.

**THEOREM 2.1.** Let

(A) \( \alpha > b^2; \)

(B) \( \phi(x) \in \tilde{C}_{x_1}^7(\mathbb{R}^2) \cap \tilde{C}_{x_2}^7(\mathbb{R}^2), \psi(x) \in \tilde{C}_{x_1}^6(\mathbb{R}^2) \cap \tilde{C}_{x_2}^6(\mathbb{R}^2), \chi(x) \in \tilde{C}_{x_1}^5(\mathbb{R}^2) \cap \tilde{C}_{x_2}^5(\mathbb{R}^2). \)

Then there is such \( \varepsilon_0 > 0 \) that, for \( 0 < \varepsilon \leq \varepsilon_0 \), there exists a unique classical solution of the problem (2.1), (2.2) represented as

\[ u(x,t) = \sum_{N=0}^{\infty} \varepsilon^{N+1} u^{(N)}(x,t), \]  
where
where the functions $u^{(N)}(x,t)$ will be defined in the proof (see (3.8), (3.9), and (3.22)).

If, moreover,
\[ \hat{\phi}(0) = \int \psi(x) \, dx = 0, \int |x^2 \psi(x)| \, dx < +\infty, \int |x \phi(x)| \, dx < +\infty, \]
this solution has the following asymptotics as $t \to +\infty$, $x \in \mathbb{R}^2 \setminus 0$:
\[
\begin{align*}
    u(x,t) &= \varepsilon \left\{ \Omega(\theta) \frac{t}{|x|} \frac{1}{\sqrt{\pi bt}} \left[ I_2^-(\rho, \eta) - I_2^+(\omega, \eta) \right] \\
    &\quad + \left[ \frac{\hat{\phi}(0) + \Omega(\theta)}{|x|} \frac{t}{2\sqrt{\pi bt}} \left[ I_1^-(\rho, \eta) - I_1^+(\omega, \eta) \right] \right] \\
    &\quad + \Omega(\theta) \frac{1}{|x|} \frac{1}{2\sqrt{\pi bt}} \left[ I_0^-(\rho, \eta) - I_0^+(\omega, \eta) \right] \right\} + O(t^{-3/2} \ln t),
\end{align*}
\] (2.8)

where
\[
\begin{align*}
    \Omega(\theta) &= \langle \hat{\Psi}, e_\chi \rangle, \\
    \hat{\Psi}(0) &= \int \phi(x) \, dx, \\
    \hat{\psi}_k &= \int x_k \hat{\psi}(x) \, dx, \quad k = 1, 2, \\
    e_\chi &= x/|x| = \{ \cos \theta, \sin \theta \}, \quad \theta \text{ is a polar angle on the } x\text{-plane},
\end{align*}
\]
\[
\begin{align*}
    I_k^-(\rho, \eta) &= \int_0^\infty \left( (\eta z^2 - \rho)^k \exp\left[ -((\eta z^2 - \rho))^2 \right] \right) \left( z^2 + 2 \right)^{-1/2} \, dz, \\
    I_k^+(\omega, \eta) &= \int_0^\infty \left( (\eta z^2 + \omega)^k \exp\left[ -((\eta z^2 + \omega))^2 \right] \right) \left( z^2 + 2 \right)^{-1/2} \, dz,
\end{align*}
\] (2.9)

and the estimate of the residual term is uniform in $x \in \mathbb{R}^2$.

**Remark 1.** Assumption (A) corresponds to the most interesting case of the existence of damped oscillations. When the relation $0 < \alpha < b^2$ holds, the solution of the Cauchy problem exhibits basically parabolic traits, and aperiodic processes play the main role. The critical case $\alpha = b^2$ needs a special consideration since the linear operator in (1.2) factorizes and becomes $(\partial/\partial t - b \partial^2/\partial x^2 - \partial/\partial x)(\partial/\partial t - b \partial^2/\partial x^2 + \partial/\partial x)$ (see [23, 21]). We do not examine below the last two cases in order not to go into details. All the considerations are absolutely analogous to the ones conducted below.

**Remark 2.** Assumption (B) guarantees the fast decay of the Fourier images of the initial data as $|p| \to +\infty$, namely, $\hat{\phi}(p) = O(|p|^{-7})$, $\hat{\psi}(p) = O(|p|^{-6})$, and are needed to secure the necessary smoothness of the constructed solution (see (2.7)).

**Remark 3.** We do not calculate the asymptotic form, as $\varepsilon \to 0$, of the solution in question. This small parameter is needed for the absolute and uniform convergence of the series in (2.2) and its derivatives included in the equation.

**Remark 4.** Assumptions (C) allow us to obtain the necessary asymptotic expansions of the Fourier images of the initial functions as $p \to 0$. Together with the expansions of the eigenvalues of the linear operator for small $p$, they are essentially used for calculating long time asymptotics of the solution.
3. Proof of the Theorem

(i) Existence and Construction of the Solution. Applying the Fourier transform in $x$ to (2.1) and (2.2), we get the following problem for the Fourier image $\hat{u}(p, t)$:

$$\hat{u}_{tt} + 2b|p|^2\hat{u}_t + (\alpha|p|^4 + |p|^2)\hat{u} = -\beta|p|^2 \int \hat{u}(p - q, t)\hat{u}(q, t)\, dq, \quad t > 0, \quad (3.1)$$

$$\hat{u}(p, 0) = \epsilon \hat{\phi}(p), \quad \hat{u}(p, 0) = \epsilon \hat{\psi}(p).$$

Choosing the fundamental system of solutions of the homogeneous equation associated with (3.1) in the form $\exp(-\lambda t)$, we obtain the roots of the characteristic equation

$$\lambda_{1,2}(p) = b|p|^2 \pm i\sigma(p), \quad \sigma(p) = |p|\sqrt{k|p|^2 + 1}, \quad (3.2)$$

where $k = \alpha - b^2 > 0$, according to assumption (A) of the hypothesis.

Integrating by parts in $x_1$ and $x_2$ in the integral representations of $\hat{\phi}(p)$ and $\hat{\psi}(p)$ and taking into account assumption (B), we get, for $p \in \mathbb{R}^2$,

$$|\hat{\phi}(p)| \leq cM^{-7}(p), \quad |\hat{\psi}(p)| \leq cM^{-6}(p). \quad (3.3)$$

Applying Taylor’s theorem, we can write that, for $|p| \leq 1, p \in \mathbb{R}^2$,

$$\hat{\phi}(p) = \hat{\phi}(0) + O(|p|), \quad (3.4)$$

$$\hat{\psi}(p) = -ip_1\hat{\psi}_1 - ip_2\hat{\psi}_2 + O(|p|^2) = -i\hat{\Psi}(p) + O(|p|^2), \quad (3.5)$$

where the integrals representing $\hat{\phi}(0)$, $\hat{\psi}_k, k = 1,2$, and the constants in the residual terms converge absolutely, according to (C). Integrating (3.1) with respect to $t$, we reduce it to the integral equation

$$\hat{u}(p, t) = \epsilon \exp(-b|p|^2t) \left\{ \cos(\sigma(p)t) + b|p|^2(\sigma(p))^{-1} \sin(\sigma(p)t) \right\} \hat{\phi}(p)$$

$$+ (\sigma(p))^{-1} \sin(\sigma(p)t)\hat{\psi}(p)$$

$$- \beta|p|^2(\sigma(p))^{-1} \int_0^t \exp(-b|p|^2(t - \tau)) \sin(\sigma(p)(t - \tau))\hat{u}(p, \tau)\hat{u}(p, \tau)\, d\tau. \quad (3.6)$$

For solving (3.6), we use the perturbation theory. We represent $\hat{u}(p, t)$ in the form of a formal power series in $\epsilon$

$$\hat{u}(p, t) = \sum_{N=0}^{\infty} \epsilon^{N+1}\hat{\nu}^{(N)}(p, t). \quad (3.7)$$

Inserting (3.7) into (3.6) and equating coefficients of equal powers of $\epsilon$, we find

$$\hat{\nu}^{(0)}(p, t) = \exp(-b|p|^2t) \left\{ \cos(\sigma(p)t) + b|p|^2(\sigma(p))^{-1} \sin(\sigma(p)t) \right\} \hat{\phi}(p)$$

$$+ (\sigma(p))^{-1} \sin(\sigma(p)t)\hat{\psi}(p), \quad (3.8)$$

$$\hat{\nu}^{(N)}(p, t) = -\beta|p|^2(\sigma(p))^{-1} \int_0^t \exp(-b|p|^2(t - \tau)) \sin(\sigma(p)(t - \tau))$$

$$\times \sum_{j=1}^{N} \hat{\nu}^{(j-1)}(p, \tau)\hat{\nu}^{(N-j)}(p, \tau)\, d\tau, \quad N \geq 1. \quad (3.9)$$
Next, we get the following estimates for $t > 0, p \in \mathbb{R}^2$:

\begin{align}
|\tilde{v}^{(0)}(p,t)| & \leq c \exp[\kappa(p)t] M^{-7}(p), \\
|\tilde{v}^{(1)}(p,t)| & \leq cm(p) \ln |1+|p|^{-2}| M^{-7}(p) \exp[-\kappa(p/2)t], \\
|\tilde{v}^{(N)}(p,t)| & \leq c^N m(p) M^{-7}(p) \exp[-\kappa(p/(N+1))], \quad N \geq 2,
\end{align}

where $\kappa(p) = b|p|^2/2$. They help to justify the formal procedure of constructing the solution and to obtain its long time asymptotics.

We note that, for $p, q \in \mathbb{R}^2, N \geq 1, 1 \leq j \leq N$, the following inequalities hold (see [18]):

\begin{align}
M^{-7}(p-q)M^{-7}(q) & \leq 2^7M^{-7}(p)[M^{-7}(q) + M^{-7}(p-q)], \\
\kappa((p-q)/j) + \kappa(q/(N+1-j)) & \geq \kappa(p/(N+1)).
\end{align}

As regards (3.10), it follows immediately from (3.3)–(3.5), (3.8), and the inequality $b|p|^2/\sigma(p) \leq c < \infty$. In order to prove (3.11), we use (3.10), (3.13), and write the following chain of inequalities:

\begin{align}
|\tilde{v}^{(1)}(p,t)| & \leq \frac{\beta|p|}{\sqrt{\kappa|p|^2} + 1} \int_0^t \exp[-b|p|^2(t-\tau)] \tilde{v}^{(0)}(p,\tau) \ast \tilde{v}^{(0)}(p,\tau) d\tau \\
& \leq cm(p) \int M^{-7}(p-q)M^{-7}(q)S_1(p,q,t) dq \\
& \leq cm(p)M^{-7}(p) \int [M^{-7}(p-q) + M^{-7}(q)] S_1(p,q,t) dq, \\
S_1(p,q,t) = \exp(-2\kappa(p)t) \int_0^t \exp[2\kappa(p)\tau - \kappa(p-q)\tau - \kappa(q)\tau] d\tau.
\end{align}

It follows from (3.13) with $N = j = 1$ (see [20, 22]) that

\begin{align}
S_1(p,q,t) \leq c \exp[-\kappa(p/2)t]/[\kappa(p) + \kappa(q)].
\end{align}

The convergence of the integral in $q$ on the right-hand side of (3.14) for all $|p| \geq 1$ is evident. To find its singularity for small $p$, it suffices to consider the behavior of the corresponding integral over the domain $|q| \leq 1$. Since $\int_0^1 (|p|^2 + |q|^2)^{-1} |q| d|q| = 1/2 \ln |1 + |p|^{-2}|$, the inequality (3.11) follows from (3.14) and (3.15).

Now, we establish (3.12) by induction on the number $N$. First, we show that it holds for $N = 2$. Using (3.9), we can write

\begin{align}
|\tilde{v}^{(2)}(p,t)| & \leq cm(p) \int_0^t \exp(-2\kappa(p)(t-\tau)) |\tilde{v}^{(0)}(p,\tau)| \ast |\tilde{v}^{(1)}(p,\tau)| d\tau
\end{align}

and estimating the integral

\begin{align}
S_2(p,q,t) = \exp(-2\kappa(p)t) \int_0^t \exp[2\kappa(p)\tau - \kappa(p-q)\tau - \kappa(q/2)\tau] d\tau \\
& \leq \frac{c \exp(-\kappa(p/3)t)}{\kappa(p) + \kappa(q)}.
\end{align}
by means of (3.10), (3.11), and (3.13), we get

\[ |\hat{\nu}^{(2)}(p,t)| \leq cm(p)M^{-7}(p) \exp(-\kappa(p/3)t) \times \int_0^\infty \frac{m(q)\ln|1+|q|^{-2}|}{|p|^2+|q|^2}[M^{-7}(p-q)+M^{-7}(q)]|q|d|q|. \]  

(3.18)

The last integral converges uniformly in \( p \in \mathbb{R}^2 \). Thus, (3.12) is established for \( N = 2 \).

Assuming that (3.12) is proved for all \( \hat{\nu}^{(s)}(p,t) \), \( 2 \leq s \leq N-1 \), we show that it holds for \( \hat{\nu}^{(N)}(p,t) \). Indeed,

\[ |\hat{\nu}^{(N)}(p,t)| \leq 2^{12}(N+1)^{-5}M^{-7}(p) \sum_{j=1}^N c^{j-1}e^{N-j}\left[(N+1-j)^{-5}+j^{-5}\right] \times \int \int [M^{-7}(p-q)+M^{-7}(q)]m(p-q)m(q)S_N(p,q,t)dq, \]

(3.19)

\[ S_N(p,q,t) = \exp\left(-2\kappa(p)t\right) \int_0^t \exp[L_N(p,q)\tau]d\tau, \]

\[ L_N(p,q) = 2\kappa(p) - \kappa((p-q)/j) - \kappa(q/(N+1-j)). \]

Denoting a typical term on the right-hand side of the last inequality by \( W(p,t) \) and using the estimate (see [18])

\[ S_N(p,q,t) \leq \frac{\exp\left[-\kappa(p/(N+1))t\right]}{\max[\kappa(p),L_N(p,q)]} \leq 8(N+1-j)^{2}\frac{\exp\left[-\kappa(p/(N+1))t\right]}{\kappa(p)+\kappa(q)}, \]

(3.20)

we can write

\[ W(p,t) \leq c^{N-1}M^{-7}(p) \exp\left[-\kappa(p/(N+1))t\right]m(p) \sum_{j=1}^N (N+1-j)^{-3} \times \int_0^\infty [M^{-7}(p-q)+M^{-7}(q)]\frac{m(p-q)m(q)}{|p|^2+|q|^2}|q|d|q|. \]

(3.21)

The estimate (3.12) follows by induction from the uniform convergence in \( p \in \mathbb{R}^2 \) of the last integral. Applying the inverse Fourier transform to (3.7), we find that

\[ u(x,t) = (2\pi)^{-2} \int \int e^{i(p,x)} \sum_{N=0}^\infty \varepsilon^{N+1} \hat{\nu}^{(N+1)}(p,t) dp \]

\[ = \sum_{N=0}^\infty \varepsilon^{N+1} u^{(N)}(x,t), \]

(3.22)

\[ u^{(N)}(x,t) = (2\pi)^{-2} \int e^{i(p,x)} \hat{\nu}^{(N)}(p,t) dp. \]

Here, we have performed the termwise integration of the series which is possible due to its absolute and uniform convergence for \( \varepsilon < 1/c \). The last statement, in its own turn, follows from the estimates (3.10)–(3.12). By means of these estimates, it can be verified straightforwardly that (3.22) is indeed a classical solution of the problem (2.1), (2.2) with sufficiently small \( \varepsilon \).
Uniqueness of the solution. Now, we prove the uniqueness of the constructed solution. We assume the contrary, that is, that there exist two classical solutions \( u_1(x,t) \) and \( u_2(x,t) \) of the problem in question (note that both of them belong to the space \( H^0(\mathbb{R}^2) \) for each fixed \( t > 0 \)) and set \( W(x,t) = u_1(x,t) - u_2(x,t) \). Applying the Fourier transform in \( x \), we get, for \( \hat{w}(p,t) \), the following integral equation:

\[
\hat{w}(p,t) = -\left[ \beta |p|^2/\sigma(p) \right] \int_0^t \exp\left[ -b|p|^2(t-\tau) \right] \sin(\sigma(p)(t-\tau))
\times \left[ \hat{u}_1(p,\tau) - \hat{u}_2(p,\tau) \right] \ast \left[ \hat{u}_1(p,\tau) + \hat{u}_2(p,\tau) \right] d\tau.
\]

Estimating the right-hand side of this equation by means of Cauchy-Schwarz inequality and using the fact that \( |p|^2/\sigma(p) \leq c < +\infty \) for all \( p \in \mathbb{R}^2 \) and \( \|u_{1,2}(t)\| \leq c < +\infty \) for all \( t > 0 \), we find that

\[
\left| \hat{w}(p,t) \right| \leq c \int_0^t \exp\left[ -b|p|^2(t-\tau) \right] \|W(\tau)\| \left[ \|u_1(\tau)\| + \|u_2(\tau)\| \right] d\tau \leq c \int_0^t \exp\left[ -b|p|^2(t-\tau) \right] \|W(\tau)\| d\tau.
\]

Squaring both sides of the last inequality and integrating the result in \( p \) over \( \mathbb{R}^2 \), we obtain

\[
\|W(t)\|^2 \leq c \int \left\{ \int_0^t \exp\left[ -b|p|^2(t-\tau) \right] \|W(\tau)\| d\tau \right\}^2 dp.
\]

Hence, for some \( T_1 > 0 \)

\[
\left( \sup_{t \in [0,T_1]} \|W(t)\| \right)^2 \leq c \left( \sup_{t \in [0,T_1]} \|W(t)\| \right)^2 \int \left[ \frac{1 - \exp\left( -b|p|^2t \right)}{b|p|^2} \right]^2 dp \leq C(T_1) \left( \sup_{t \in [0,T_1]} \|W(t)\| \right)^2,
\]

where the constant \( C(T_1) \) can be made less than one by the appropriate choice of \( T_1 \). This contradiction allows us to complete the proof of the uniqueness of the solution for \( t \in [0,T_1] \). Continuing this process for the segments \([T_1,T_2],[T_2,T_3],...\), with \( \{T_k\} \rightarrow +\infty \), we obtain the same result for all \( t > 0 \).

Long time asymptotics. We pass to the calculation of the long time asymptotics of the constructed solution. For this purpose, we first deduce crude long time estimates of \( u^{(N)}(x,t) \) with \( N \geq 1 \) (see (3.22)), which contribute to the remainder of the asymptotic formula and then find a subtle asymptotic estimate of \( u^{(0)}(x,t) \) which gives us its major term. Making use of (3.11), we can write

\[
\left| u^{(1)}(x,t) \right| = (2\pi)^{-2} \left| \int e^{i(p,x)} \hat{v}^{(1)}(p,t) dp \right| \leq \int_0^\infty \exp\left( -b|p|^2t \right) m(p) \ln |1 + |p|^{-2}|M^{-1}(p)| |p| dp | \leq O(t^{-3/2} \ln t) \quad \text{as } t \rightarrow +\infty.
\]
By means of (3.12), we find that
\[
\left| \sum_{N=2}^{\infty} \varepsilon^{N+1} u^{(N)}(x,t) \right| \\
\leq \sum_{N=2}^{\infty} c^N \varepsilon^{N+1} (N+1)^{-5} \int_0^\infty \exp \left\{ -b|p|^2 t / [2(N+1)^2] \right\} m(p) M^{-7}(p) |p| d|p| \\
= O(t^{-3/2}) \sum_{N=2}^{\infty} c^N \varepsilon^{N+1} (N+1)^{-2} \\
= O(t^{-3/2}) \quad \text{as } t \to +\infty.
\] (3.28)

Note that the constants in the last two estimates depend on $b$. Moreover, $c = c(b) \to +\infty$ as $b \to 0$. In order to obtain a subtle asymptotic estimate of the term $u^{(0)}(x,t) = F^{-1}(\hat{v}^{(0)}(p,t))$, we represent $\hat{v}^{(0)}(p,t)$ as
\[
\hat{v}^{(0)}(p,t) = \sum_{j=1}^{5} \hat{w}_j(p,t), \\
\hat{w}_1(p,t) = \hat{\phi}(0) \exp(-b|p|^2 t) \cos(|p| t), \\
\hat{w}_2(p,t) = [\hat{\phi}(p) - \hat{\phi}(0)] \exp(-b|p|^2 t) \cos(\sigma(p) t), \\
\hat{w}_3(p,t) = \hat{\phi}(0) \exp(-b|p|^2 t) \left[ \cos(\sigma(p) t) - \cos(|p| t) \right], \\
\hat{w}_4(p,t) = \hat{\phi}(p) \exp(-b|p|^2 t) b|p|^2 [\sigma(p)]^{-1} \sin(\sigma(p) t), \\
\hat{w}_5(p,t) = \hat{\phi}(p) \exp(-b|p|^2 t) [\sigma(p)]^{-1} \sin(\sigma(p) t).
\] (3.29)

For estimating the Fourier transforms of these terms, it suffices to study the integrals only over the domain $|p| \leq 1$ due to the presence of the exponential multipliers. Evidently, the corresponding integrals over $|p| \geq 1$ are $O(e^{-bt})$ for all $t > 0$. Therefore, we use the asymptotic expansions valid for $|p| \leq 1$. Taking into account (3.4) and the inequalities
\[
|\cos(\sigma(p) t) - \cos(|p| t)| \leq c|p|^3 t, \quad b|p|^2 / \sigma(p) \leq c m(p)
\] (3.30)
and performing the inverse Fourier transforms of $\hat{w}_j(p,t)$ with $j = 2, 3, 4$, we find that
\[
F^{-1}(\hat{w}_j(p,t)) = O(t^{-3/2}), \quad j = 2, 3, 4, \text{ as } t \to +\infty.
\] (3.31)

Analogously, denoting $\hat{w}_5(p,t) = -i(\hat{\Psi}, p / |p|) \exp(-b|p|^2 t) \sin(|p| t)$ with $\hat{\Psi} = [\hat{\psi}_1, \hat{\psi}_2]$ and recalling the asymptotic formula (3.5), we can easily deduce that as $t \to +\infty$
\[
F^{-1}(\hat{w}_5) = F^{-1}(\hat{w}_5) + O(t^{-3/2}).
\] (3.32)

Thus, it remains to calculate the inverse Fourier transforms of $\hat{w}_1(p,t)$ and $\hat{w}_5(p,t)$ in order to find the major term of the long time asymptotics. We need the following
auxiliary results (see [10, 24]):

\[
\int_0^\infty \exp (iA \cos \gamma) \, dy = 2\pi J_0(A),
\]
\[
\int_0^{2\pi} \exp [i(A \cos \gamma + B \sin \gamma)] \cos \gamma \, dy = i2\pi A \frac{J_1(\sqrt{A^2 + B^2})}{\sqrt{A^2 + B^2}},
\]
\[
\int_0^{2\pi} \exp [i(A \cos \gamma + B \sin \gamma)] \sin \gamma \, dy = i2\pi B \frac{J_1(\sqrt{A^2 + B^2})}{\sqrt{A^2 + B^2}},
\]

where \( A, B \in \mathbb{R}^1 \), and \( J_\nu(z), \nu = 0, 1 \), are Bessel functions of the corresponding index, and the formulas

\[
I(A, B) = \int_0^\infty \exp (-Ax^2) \cos(Bx) \, dx = 1/2\sqrt{\pi/A} \exp (-B^2/4A),
\]
\[
\int_0^\infty x \exp (-Ax^2) \sin(Bx) \, dx = -\partial I(A, B)/\partial B,
\]
\[
\int_0^\infty x^2 \exp (-Ax^2) \cos(Bx) \, dx = -\partial^2 I(A, B)/\partial B^2,
\]

where \( A > 0, B \in \mathbb{R}^1 \).

For the fixed \( x \), we can direct the horizontal axis of the coordinate system along this vector, so that \((p, x) = |p|\, |x| \cos \varphi\), and write that

\[
F^{-1}(\hat{w}_1) = (2\pi)^{-1/4} \hat{\phi}(0) \int_0^{2\pi} \exp (i\varphi) \int_0^\infty \exp (i|p| |x| \cos \varphi - b|p| t) \cos (|p| t) |p| \, dp\, d\varphi
\]
\[
= (2\pi)^{-1/2} \hat{\phi}(0) \int_0^\infty \exp (-b|p|^2 t) \cos (|p| t) J_0(|p| |x|) |p| \, dp \tag{3.35}
\]

Leaving (3.35) temporarily, we simplify \( F^{-1}(\hat{w}_5) \). Introducing the polar coordinates on the \( p \)-plane, according to the formulas \( p_1 = |p| \cos \theta, p_2 = |p| \sin \theta \), and using (3.33), we obtain

\[
F^{-1}(\hat{w}_5) = (2\pi)^{-1/2} \int e^{i(p, x)} \hat{w}_5(p, t) \, dp
\]
\[
= -i(2\pi)^{-1/2} \int (\hat{\Psi}, p/|p|) \exp [i(p, x) - b|p| t^2] \sin (|p| t) \, dp
\]
\[
= -(2\pi)^{-1/2} \int_0^\infty \exp (-b|p|^2 t) \sin (|p| t) |p| \, dp \tag{3.36}
\]
\[
\times \int_0^{2\pi} \exp [i|p| (x_1 \cos \theta + x_2 \sin \theta)] (\hat{\Psi}_1 \cos \theta + \hat{\Psi}_2 \sin \theta) \, d\theta
\]
\[
= (\hat{\Psi}, e_x) (2\pi)^{-1} \int_0^\infty \exp (-btr^2) \sin(tr) J_1(r |x|) r \, dr,
\]

where \( e_x = x/|x| \).

In order to simplify the integrals (3.35), (3.36), we use the Meler-Sonine’s representation [10, 24]

\[
J_\nu(A) = \frac{2}{\pi} \int_1^\infty \frac{\sin(A\xi)}{\sqrt{\xi^2 - 1}} \, d\xi, \quad A > 0, \tag{3.37}
\]
change the order of integration, and calculate the inner integral. Note that direct use
of the formula \( J_1(A) = \frac{2A}{\pi} \int_0^1 \sqrt{1 - \xi^2} \cos(A\xi) \, d\xi \) does not permit us to perform
one integration. Therefore, we first integrate by parts in (3.36) reducing the index of
the Bessel function and then use (3.37).

Taking into account that \( J_1(r|x|) = -\frac{1}{|x|} \partial J_0(r|x|)/\partial r \) and integrating by parts
with respect to \( r \) in (3.36), we get

\[
F^{-1}(\tilde{w}_3) = (\tilde{\Psi}, e_x)(2\pi|x|)^{-1}[H_1(x,t) + H_2(x,t) + H_3(x,t)],
\]

\[
H_1(x,t) = (-2bt) \int_0^\infty \exp(-btr^2) \sin(tr)J_0(r|x|)r^2 \, dr,
\]

\[
H_2(x,t) = t \int_0^\infty \exp(-btr^2) \cos(tr)J_0(r|x|)r \, dr,
\]

\[
H_3(x,t) = \int_0^\infty \exp(-btr^2) \sin(tr)J_0(r|x|) \, dr.
\]

(3.38)

Combining \( H_2(x,t) \) with (3.35), using (3.37), changing the order of integration, and
calculating the inner integral with the help of (3.34b), we get

\[
Y(x,t) = \frac{2}{\pi} \int_0^\infty \exp(-btr^2) \cos(tr)r \, dr \int_1^{\infty} \frac{\sin(r|x|\xi)}{\sqrt{\xi^2 - 1}} \, d\xi
\]

\[
= Y(x,t) \frac{1}{\sqrt{\pi bt}} \int_1^{\infty} \left[ \frac{|x|\xi - t}{4bt} \exp\left( -\frac{(t - |x|\xi)^2}{4bt} \right) \right. \\
\left. + \frac{|x|\xi + t}{4bt} \exp\left( -\frac{(t + |x|\xi)^2}{4bt} \right) \right] \frac{d\xi}{\sqrt{\xi^2 - 1}},
\]

(3.39)

where \( Y(x,t) = \hat{\phi}(0) + (\tilde{\Psi}, e_x)t/|x| \). Since the integral (3.37) converges conditionally
for \( A > 0 \) the interchange of the integration performed above must be justified. We
can do it by representing the integral in \( \xi \) as \( \int_1^\infty = \int_1^R + \int_R^\infty \) with some \( R > 0 \) and inte-
grating by parts in \( \int_R^\infty \) improving thus the convergence. Then the usual interchange of
integration can be done.

Setting \( \sqrt{\xi^2 - 1} = z \) and using the notations of (2.8), we obtain the second term in the braces in (2.7). The integrals \( H_1(x,t) \) and \( H_3(x,t) \) can be transformed in an analogous
way with the help of (3.34a) and (3.34c). They yield the first and the third terms in the
braces. Combining these results with (3.27) and (3.28), we complete the proof of the
theorem.

4. Discussion and conclusions. The major term of the long time asymptotics (2.8)
looks sufficiently easier than its predecessors, the integrals containing the products
of exponents, the Bessel and trigonometric functions, but some efforts are still needed
in order to obtain information from it. We begin our analysis with some preliminary
remarks. The term containing \( \hat{\phi}(0)[I_1^- (\rho, \eta) - I_1^+ (\omega, \eta)] \) depends only on \((|x|, t)\) and,
thus, accounts for the uniform transfer of small perturbations in space. It is shown
later that the major changes occur in the vicinity of the surface \(|x| = t\) (which
can be called the wave front) and, therefore, these perturbations propagate with a
unit speed. The integrals \( I_k^+ (\omega, t), k = 0, 1, 2 \), can be called “parasitic terms” and can
be included in the remainder of the asymptotic formula under some additional assumptions. All the terms in (2.8) containing the function \( \Omega(\theta) \) correspond to a non-isotropic transfer of small perturbations. Indeed, \( \Omega(\theta) \) can be called a “directional derivative” since \( \Omega(\theta) = \hat{\psi}_1 \cos \theta + \hat{\psi}_2 \sin \theta \), \( \hat{\psi}_k = \partial \hat{\psi}(0,0)/\partial p_k \), \( k = 1,2 \). This expression may be rewritten as \( \Omega(\theta) = |\hat{\psi}| \sin(\theta + \theta_0), \theta_0 = \arcsin(\hat{\psi}_1/|\hat{\psi}|) \). Hence, \( \Omega(\theta) = 0 \) for \( \theta_1 = -\theta_0, \theta_2 = \pi - \theta_0 \). Thus, for these two angles, only the “isotropic term” remains in (2.8).

In order to simplify (2.8), we consider a special type of asymptotics, when \( t \rightarrow +\infty \) on the conical surfaces \(|x|/t = v = \text{const} > 0\). Then

\[
I_k^+(\omega,\eta) = O(e^{-t/4b}) \quad \text{as} \quad t \rightarrow +\infty, \quad k = 0,1,2, \tag{4.1}
\]

and must be included in the residual term of the asymptotics. We denote

\[
Q_1 = \{(x,t) : 0 < |x|/t \leq 1 - \delta\}, \\
Q = \{(x,t) : |x|/t = 1\}, \\
Q_2 = \{(x,t) : |x|/t \geq 1 + \delta\}, \tag{4.2}
\]

where \( \delta > 0 \) is sufficiently small.

Since \( \rho = 0 \) on \( Q \), the asymptotic expansions of \( I_k^- \mid_Q, k = 0,1,2, \) can be calculated by means of Watson’s lemma [24]. As a result, we obtain

\[
u \mid_Q = \varepsilon \Omega(\theta)C_1(b)t^{-3/4} + O(t^{-5/4}), \quad t \rightarrow +\infty, \tag{4.3}
\]

where \( C_1(b) = \Gamma(1/4)\pi^{-3/2}b^{-1/4} \) and \( \Gamma(z) = \int_0^\infty \xi^{z-1}e^{-\xi}d\xi \) is the usual \( \Gamma \)-function. Here, we have used the estimates

\[
t^{-1/2}I_k^- \mid_Q = O(t^{-3/4}), \\
t^{-1}I_k^- \mid_Q = O(t^{-5/4}), \\
|\delta|^{-1}t^{-1/2}I_0^- \mid_Q = O(t^{-7/4}) \tag{4.4}
\]

and have calculated the constant in the major term of \( I_2^- \).

In the domain \( Q_1 \), we can rewrite the integrals in question as

\[
I_k^+ = t^{k/2}v^k \int_0^\infty (z^2-a)^k(z^2+2)^{-1/2} \exp(-\chi S(z,a)), \\
\chi = \eta^2 = v^2t/4b \rightarrow +\infty, \quad k = 0,1,2; \\
S(z,a) = (z^2-a)^2, \quad a = \rho/\eta = (1-v)/v \geq \delta/(1-\delta) > 0, \tag{4.5}
\]

and consider them from the point of view of applying Laplace’s method [11]. Finding a uniform asymptotics of such integrals is difficult because, when \( \chi \rightarrow +\infty \) and \( a \rightarrow 0 \), the saddle points (the roots of the equation \( S_2(z,a) \) \( z_1 = 0, z_{2,3} = \pm \sqrt{\alpha} \) coalesce with the end of the integration contour \( z_4 = 0 \). But we can use Laplace’s method in the domain \( Q_1 \) and find that

\[
t^{-1/2}I_2^- = O(t^{-1}), \quad t^{-1}I_1^- = O(t^{-3/2}), \quad |\delta|^{-1}t^{-1/2}I_0^- = O(t^{-2}), \quad t \rightarrow +\infty, \tag{4.6}
\]
Therefore, as \( v = \text{const} \), \( t \to +\infty \)

\[
u = \varepsilon \Omega(\theta) C_{2}(b, v) t^{-1} + O(t^{-3/2} \ln t) \tag{4.7}
\]

(we have omitted a rather lengthy expression for \( C_{2}(b, v) \)). However, for the angles \( \theta_{1} = -\theta_{0}, \theta_{2} = \pi - \theta_{0} \), the asymptotic formula (2.8) gives only a crude estimate of the solution, namely, \( u = O(t^{-3/2} \ln t) \).

In the domain \( Q_{2} \), we have \( |a| = |\rho|/\eta = (v - 1)/v \geq \delta/(1 + \delta) > 0 \) and

\[
I_{k}^{-} = t^{k/2} v^{k} e^{-\chi |a|^{2}} \int_{0}^{\infty} (z^{2} + |a|)^{k} (z^{2} + 2)^{-1/2} \exp[-(z^{4} + 2|a|z^{2})] \, dz, \tag{4.8}
\]

with the same \( \chi \to +\infty \) as before. As a result, as \( v = \text{const} \), \( t \to +\infty \)

\[
t^{-1/2} I_{2}^{-} = \exp(-\chi |a|^{2}) O(1), \\
t^{-1} I_{1}^{-} = \exp(-\chi |a|^{2}) O(t^{-1}), \tag{4.9}
\]

\[
|\chi| t^{-1/2} I_{0}^{-} = \exp(-\chi |a|^{2}) O(t^{-7/4})
\]

and

\[
u = \varepsilon C_{3}(b, v) e^{-\rho^{2}} [\Omega(\theta) + O(t^{-1})] + O(t^{-3/2} \ln t). \tag{4.10}
\]

Although the estimate of the remainder in (2.8) is uniform in space, the presence of the exponential multipliers \( \exp(-\chi |a|^{2}) = \exp(-\rho^{2}) = \exp[-(|x| - t)^{2}/4bt] \) in the integrals \( I_{k}^{-} \) shows that the long-time approximation (2.8) is effective in the zone that can be roughly estimated as \( |x| - t \leq c \sqrt{t} \ln t \). Outside it, (2.8) gives only a rough estimate of the solution \( u = O(t^{-3/2} \ln t) \) as \( t \to +\infty \).

In order to trace the continuous dependence of the integrals \( I_{k}^{-}(\rho, \eta) \) on the parameter \( \rho \), we set \( \eta z^{2} - \rho = \zeta \) for \( \rho \geq 0 \) and find that

\[
I_{k}^{-}(\rho, \eta) = 1/2[F_{k}(\rho, \eta) + (-1)^{k} g_{k}(\rho, \eta)], \\
F_{k}(\rho, \eta) = \int_{0}^{\infty} \zeta^{k} \exp(-\zeta^{2}) [(\zeta + \rho)(\zeta + \rho + \eta)]^{-1/2} \, d\zeta \geq 0, \tag{4.11}
\]

\[
g_{k}(\rho, \eta) = \int_{0}^{\rho} \zeta^{k} \exp(-\zeta^{2}) [(\rho - \zeta)(\rho - \zeta + 2\eta)]^{-1/2} \, d\zeta,
\]

\[
0 \leq g_{k}(\rho, \eta) \leq \rho^{k} \ln \left[ 1 + \rho/\eta + [(\rho/\eta)^{2} + 2\rho/\eta]^{1/2} \right], \quad k = 0, 1, 2; \eta > 0
\]

(we obtained the last bound with the help of the inequality \( \zeta^{k} \exp(-\zeta^{2}) \leq \rho^{k} \) for \( 0 \leq \zeta \leq \rho \)). Hence, it follows that \( I_{1}^{-}(\rho, \eta) = 1/2[F_{1}(\rho, \eta) - g_{1}(\rho, \eta)] \), where \( F_{1}(\rho, \eta) \) increases and \( g_{1}(\rho, \eta) \) decreases monotonically as \( \rho \to +0 \). Consequently, \( I_{1}^{-}(\rho, \eta) \) reaches its maximum when \( \rho = 0 \) (that is when \( |x| = t \)) and begins to decrease monotonically after passing this point. The second part of this statement follows directly from (2.8). It confirms the remark about the speed of the propagation of uniform in space perturbations made at the beginning of this section.

Note that the restriction \( x \neq (0, 0) \) (see (2.8)) appears thanks to our use of the Melev-Sonine’s representation of the Bessel functions of the zero index (see (3.37)). It is the price to pay for our method of the simplification of the inverse Fourier transform.
In conclusion, we would like to point out that the nonlinearity does not contribute to the major part of the asymptotics and, therefore, (2.8) must be considered as a “linear approximation”. Passing to the limit, $b \rightarrow +0$ is impossible since the constant in the estimate of the residual term tends to infinity as $b$ tends to zero. But the dependence on $\varepsilon$ and $\beta$ is continuous, and the constant in the estimate of the remainder is proportional to $\beta$.
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