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1. INTRODUCTION
The famous Bernstein's Theorem states that if the function $f(x)$ belongs to the Lipschitz class
$Lip(\alpha), \alpha > \frac{1}{2}$ on the circle group $T = [0, 2\pi]$, then its Fourier series is absolutely convergent (see [10],
Vol 1. p. 240). This theorem has been extended and generalized in various directions. The purpose of
the present work is to study the Fourier transforms of various Lipschitz functions and to compare some
of the results obtained here with the Hankel transforms of these functions and with their Fourier
transforms on the group $M(n)$.

The main feature of our treatment in this work is a change of variables from Cartesian to polar
coordinates. This appears to be the binding thread which relates some results concerning the Fourier
transforms of certain Lipschitz functions with the Hankel (Fourier-Bessel) transforms of these functions.

Our paper is organized as follows. In section 2 the necessary definitions and notations are given. In
section 3 we study the Fourier transforms (coefficients) of various Lip-classes by changing from
Cartesian to polar coordinates with special emphasis on radial functions. Section 4 contains a brief
comparison between some of our results with those obtained for the Hankel transforms of certain
Lipschitz functions and with the Fourier transforms of these functions when defined on $M(n)$.

2. DEFINITIONS AND NOTATIONS
This section will be brief since most of our definitions and notations are standard. In the sequel
$T, T^n, R$ and $R^n$ denote the circle group, the $n$-dimensional torus, the real line, and the $n$-dimensional
Euclidean space respectively. The function $f$ of several variables is written as $f(x) = f(x_1, x_2, \ldots, x_n)$
and $(x,y)$ stands for the inner product

$$(x,y) = x_1y_1 + x_2y_2 + \ldots + x_ny_n.$$
The $L^p$-space consists of the equivalence classes of functions whose $p$-th power is Lebesgue-integrable with the usual symbol $\| \cdot \|_p$ for the $L^p$-norm. The $r$-th difference in step $h$ for $f(x)$ is given by

$$\Delta_h^r f(x) = \sum_{i=0}^{r} (-1)^{r-i} \binom{r}{i} f(x + ih).$$

For a nonnegative increasing function $w(x)$ the weighted $L^p$-space is defined such that

$$\int |f|^p w(x) dx < \infty.$$

Our definitions are stated for functions of two variables for the sake of brevity. Their extension to functions in $\mathbb{R}^n$ is quite obvious.

**Definition 2.1.** Let $f(x) = f(x_1, x_2)$ belong to $L^p(\mathbb{R}^2)$. We say that $f$ is in the Lipschitz space $\text{Lip}(\alpha_1, \alpha_2, p)$ if

$$\| f(x_1 + h_1, x_2 + h_2) - f(x_1, x_2) \|_p = O(h_1^{\alpha_1} h_2^{\alpha_2})$$

as $h_1, h_2$ tend to zero, $1 \leq p < \infty$, $0 < \alpha_1, \alpha_2 \leq 1$. Another definition which will be frequently used throughout is the following.

**Definition 2.2.** The function $f(x_1, x_2)$ belongs to $\text{Lip}(\alpha_1, \alpha_2, p)$ if

$$\| f(x_1 + h_1, x_2 + h_2) - f(x_1, x_2) \|_p = O(h_1^{\alpha_1} + h_2^{\alpha_2})$$

where $\alpha_1, \alpha_2, h_1, h_2$, and $p$ are the same as in (2.1). The function $f(x)$ is called radial if

$$f(x) = g(r) = g\left(\sqrt{x_1^2 + x_2^2}\right).$$

The Fourier transform $\hat{f}(y)$ of $f(x)$ is defined to be

$$\hat{f}(y_1, y_2) = \int f(x_1, x_2) e^{-i(x_1 y_1 + x_2 y_2)} dx_1 dx_2.$$

Integration is taken over the plane $\mathbb{R}^2$.

### 3. Fourier Transforms of Lipschitz Functions

In this section we examine the effect of the smoothness conditions (2.1) and (2.2) on the Fourier transform $\hat{f}$ of $f(x)$ by changing to polar coordinates. The merit of this approach appears in simplifying the arguments in the proof and in unifying the version of theorems proved in different areas of Fourier analysis. For brevity, the term "transform" stands here interchangeably for the Fourier transform and the Fourier coefficient unless any otherwise is explicitly mentioned. We start with the following theorem.

**Theorem 3.1.** Let $f(x)$ belong to $L^p(\mathbb{R}^2)$, $1 \leq p \leq 2$ such that (2.2) is satisfied. Then

$$\sum_{n=1}^{\infty} \int_0^\infty |\hat{f}(u, n)|^q du < \infty$$

for

$$\frac{p}{p + \alpha p/2 - 1} < \beta \leq q = \frac{p}{(p - 1)}, \quad \alpha = \min(\alpha_1, \alpha_2).$$

**Proof.** By changing to polar coordinates, with $h^2 = h_1^2 + h_2^2$ one finds that $f(x_1 + h_1, x_2 + h_2) - f(x_1, x_2)$ is equal to

$$f((r + h)\cos \theta, (r + h)\sin \theta) - f(r \cos \theta, r \sin \theta) = g(r, \theta)$$
for instance, $\hat{f}$ is then written as $\hat{f}(u, n)$, where $u \in \mathbb{R}^+ = [0, \infty)$, and $n$ is an integer. Thus the transform of $g$ is given by

$$g(r, \theta) = (e^{-iu} - 1)\hat{f}(u, n).$$

Applying the Hausdorff-Young inequality and taking into account that $h, h_2 = O(h)$, $\alpha = \min(\alpha_1, \alpha_2)$ we obtain

$$\sum \int |\sin u h \hat{f}|^q du = O(h^\alpha).$$

If $0 < u < \frac{1}{h}$, then $|uh| < A|\sin u h|$, $A$ being constant and therefore

$$\sum_{1}^{N} \int_{1}^{X} |u \hat{f}|^q du = O(X^{(1-\alpha)q}),$$

$X = \frac{1}{h}$. For $\beta \leq q$ and argument similar to that in Titchmarsh ([4], Theorem 84, p 115) yields

$$\sum_{1}^{N} \int_{1}^{X} |\hat{f}|^\beta du = O(X^{-\alpha\beta + 1 - \beta/q}) (N^{1-\beta/q}). \tag{3.1}$$

Since $N$ and $X$ are of the same order of magnitude near infinity, hence (3.1) can be written as

$$\sum_{1}^{N} \int_{1}^{X} |\hat{f}|^\beta du = O(X^{2-\alpha\beta - 2\beta + 2\beta/p}).$$

This quantity is bounded near infinity if $\frac{p}{(p + \alpha/q)} < \beta$, and the proof is complete. Anyone who is familiar with the proof of this theorem in the ordinary Cartesian form would see the brevity and compactness of the proof given here (see [7] and [8] for example). For functions in $L^p(\mathbb{R}^n)$ the theorem holds if $\frac{p}{(p + \alpha/q)} < \beta \leq q$, where the left side of (3.1) is to be replaced by another containing one integral sign for the continuous variable $u$ and $(n-1)$ summations for the discrete variables of $\hat{f}$. The proof is quite direct and is therefore omitted. We notice that if (2.1) is applied instead of (2.2), then the second difference $\Delta_h(\Delta_h f) = \Delta_h(\Delta_h f)$ is equivalent to the quantity $\Delta_h(\Delta_h f) = \Delta_h^2 f(r \cos \theta, r \sin \theta) = \Delta_h^2 g(r, \theta)$, where $h_{a_1} h_{a_2} = O(h^{\alpha_1 + \alpha_2})$. At this point one is at liberty either to keep the choice $0 < \alpha_1, \alpha_2 \leq 1$, or to take -- equivalently -- $0 \leq \alpha \leq 2$. Thus we state the following theorem.

**Theorem 3.2.** Let the hypothesis of Theorem 3.1 hold such that (2.1) is satisfied. Then the conclusion of the theorem holds if $\frac{p}{(p + \alpha_1 + \alpha_2)} < \beta$, or -- equivalently -- if $\frac{p}{(p + \alpha/q)} < \beta$.

**Proof.** In polar coordinates (2.1) takes the form

$$\int_{0}^{2\pi} \int_{0}^{\infty} |\Delta_h^2 f(r \cos \theta, r \sin \theta)|^p r dr d\theta = O(h^{\alpha p}) \tag{3.2}$$

and consequently

$$\sum \int \left| (e^{-iu} - 1) \hat{f}(u, n) \right|^q du = O(h^{\alpha q})$$

$$\sum_{1}^{N} \int_{1}^{X} |uh \hat{f}|^q du = O(h^{\alpha q})$$
and finally for $\beta \leq q$
\[
\sum_{i=1}^{[X]} \int_{i}^{X} |f|^\beta du = O(X^{2-\alpha\beta-2\beta+2\beta/p})
\]

$[X]$ being the integral part of $X$. The rest of the proof is obvious and the theorem is proved. It is clear that the condition (2.1) is stronger than that in (2.2); this is reflected on the range of $\beta$ in the two theorems. For the proof and the conclusion of Theorem 3.2 in Cartesian coordinates, the interested reader may consult one of the references [7], [8], for example. It should be observed that for functions in $L^p(T^n)$ one is dealing with the Fourier coefficients proper, so the integral sign disappears and the product of $n$-summations takes place. It might be convenient to notice that the way it is stated here, the condition $\beta < \beta$ demonstrates more obviously the relation between the smoothness exponent $\alpha$ and the space dimension $n$ in cases of functions of several variables.

REMARK 3.3. We mention here that Theorem 3.2 was proved for functions in $L^p(R^n)$ and in $L^p(T^n)$ by rather different methods from the one just carried throughout. One may refer to [5] (satz. 1) and to [9] (Theorem 2.15, p. 39).

4. RADIAL FUNCTIONS AND HANKEL TRANSFORMS

Our aim here is to carry the above analysis for radial functions. The importance of this approach lies in the fact that it links up several ideas such as the weighted Lipschitz spaces, the Hankel transforms and the transforms on the group $M(n)$. In this case (2.1) and (2.2) are written as
\[
\int_0^\infty |\Delta_\tau^2 g(\tau)|^p d\tau = O(h^{(\alpha_1+\alpha_2)/p}) \quad (4.1)
\]
and
\[
\int_0^\infty |\Delta_\tau g(\tau)|^p d\tau = O(h^{\alpha_1} + h^{\alpha_2})^p. \quad (4.2)
\]

If $f(x)$ is a radial function of $n$ variables, then (4.1) and (4.2) are to be slightly modified, the second difference in (4.1) is replaced with the $n$-th difference and $r^{n-1}$ appears in both estimates. It is well known (see [1], p. 69) that the Fourier transform of the radial function $g(\tau)$ is a radial function given by
\[
\tilde{g}(u) = \frac{(2\pi)^{n/2}}{u^{(n-2)/2}} \int_0^\infty g(\tau) \tau^{n/2} J_n(u \tau) d\tau. \quad (4.3)
\]

This is just one of several definitions of the Hankel transform available in the literature. The Hankel transforms of Lipschitz functions and their Fourier transforms on $M(n)$ will be treated elsewhere. Our main concern here is to prove that the Hankel transform of $(g(\tau + h) - g(\tau))$ is of the order of $(e^{-\nu h} - 1)\tilde{g}(u)$. This can be achieved as in the previous analysis without difficulty or directly by appealing to an identity of the Bessel functions (see [6], p.206, p.217) given as
\[
J_n(x) = \frac{1}{2\pi} \int_0^{2\pi} e^{ix\cos\theta - i\alpha\theta} d\theta.
\]
Thus one obtains
\[
J_n((\tau - h)u) = \frac{1}{2\pi} \int_0^{2\pi} e^{i(x-\nu h)\cos\theta - i\alpha\theta} d\theta.
\]
In view of the boundedness of $\cos\theta$ and the compactness of $[0, 2\pi]$ this quantity is of the order of $e^{-\nu h} J_n(wr)$. Thus the transform of $(g(\tau + h) - g(\tau))$ is a constant multiple of $(e^{-\nu h} - 1)\tilde{g}(u)$ minus a term majorized by $h^\alpha$, $0 < \alpha \leq 1$. This estimate is valid in our situation and can be realized without much effort. The $L^p$-theory of the Hankel transform (see [2], Theorem 3) yields in this case...
Fourier transforms of Lipschitz functions on certain domains

\[ \int_0^\infty u^{n/2} |u h\tilde{g}|^\alpha du = O(h^{\alpha q}), \]

subsequently

\[ \int_1^\infty |\tilde{g}|^q du = O(X^{-\alpha q - n/2}), \]

and for \( \beta \leq q \)

\[ \int_1^\infty |\tilde{g}|^\beta du = O(X^{1-p\beta/n \beta + n/2 p + \beta/p}). \] (4.4)

This is bounded for large \( X \) if

\[ \frac{p}{[(\alpha + 1 + n/2)p - 1 - n/2]} < \beta \leq q. \]

The special cases \( n = 1, n = 2 \) are especially important since they include the results corresponding to two standard definitions of the Hankel transform with weights \( w = x^{1/2}, w = x \). We hint that the interplay between the transforms of radial Lipschitz functions and the Hankel transforms of these functions is quite rich especially when various types of these transforms are taken into consideration. The \( L^2 \)-theory is of particular significance in view of its symmetry which enables us to state our conclusions in a variety of equivalent forms (see [7], [8] for this purpose).

We turn now to a brief discussion of the Fourier transforms of Lipschitz functions defined on \( M(\mathbb{R}) \) (see [6], Chapter 4 and 11).

We focus attention on \( M(2) \) first, with the polar coordinates \( r, \theta, \phi \) as the group parameters (no Lie algebra is needed here). Let \( g \in M(2) \). Then the Fourier transform of \( f(g) \) is given by

\[ B(m, n, R) = \int_0^{2\pi} \int_0^\pi \int_0^\infty f(r, \theta, \phi)e^{i\eta(n-m)\phi} j_{n-m}(Rr) r dr d\theta d\phi. \] (4.5)

In (4.5) we have suppressed a constant factor which does not affect the validity of our arguments. For radial Lipschitz functions in \( L^p(M(2)) \) the previous analysis shows that

\[ \int_0^\infty R |B|^{\beta} dR < \infty \] (4.6)

if

\[ \frac{p}{(p + \alpha p/4 - 1)} < \beta \]

and

\[ \int_0^\infty |B|^{\beta} dR < \infty \] (4.7)

if \( \frac{3p}{(4p + \alpha p - 4)} \) \( \beta \) respectively. In case of \( M(\mathbb{R}) \) where its dimension \( m = \frac{n(n+1)}{2} \) one finds that (4.6) and (4.7) are valid if

\[ \frac{p}{(p + \alpha p/(m + 1) - 1)} < \beta \]

and

\[ \frac{mp}{[(\alpha + m + 1)p - (m + 1)]} < \beta \]
successively  This contains the results for $M(2)$ where $m = 3$. It should be mentioned that the introduction of the estimates in (4.6) and (4.7) is not a matter of sheer repetition (they look almost equivalent). In fact they are (or at least one of them) needed in order to extract the precise analogue of Bernstein's Theorem concerning the absolute convergence of the Fourier transforms of Lipschitz functions on $M(n)$. Finally we remark that although the present treatment of the subject provided some links between certain branches of harmonic analysis, we emphasize that it would be even more valuable when applied to Lipschitz functions on more general groups. For example if one adopts the Cartan decomposition of the group $SL(2, \mathbb{R})$ (see [3], p. 252), then it can be easily seen that the Fourier transforms of radial functions on $SL(2, \mathbb{R})$ collapse simply to a form related to the familiar Melin transforms. This remark applies to radial functions on certain types of semi-simple Lie groups as well as to radial functions on other classes of locally compact groups in general. These topics will be handled in a forthcoming paper.
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