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The Hamiltonian equation provides us an alternate description of the basic physical laws of motion, which is used to be described by Newton’s law. The research on Hamiltonian integrable systems is one of the most important topics in the theory of solitons. This article proposes a new hierarchy of integrable systems of 1 + 2 dimensions with its Hamiltonian form by following the residue approach of Fokas and Tu. The new hierarchy of integrable system is of fundamental interest in studying the Hamiltonian systems.
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1. Introduction

The classical theory of mechanics began with the fundamental Newton’s laws of motion. The second law asserts that the rate of change of the momentum of a body is proportional to the resultant external force that acts on the body. With an appropriate choice of physical units and the assumption that the mass stays constant, we may express that law in the familiar form:

\[ \text{mass} \times \text{acceleration} = \text{force} \quad \text{or} \quad ma = F, \]  \( (1.1) \)

where \( m \) and \( a \) represent the mass and acceleration of the body and \( F \) is the external force. Suppose that the motion takes place in the 3-dimensional Euclidean space \( \mathbb{R}^3 \), then in Cartesian coordinates the equation becomes

\[ m \frac{d^2r}{dt^2} = F, \]  \( (1.2) \)

where \( r \equiv (x, y, z) \) is the position of the body and \( F \equiv (X, Y, Z) \) is the force.

If we consider a system consisting of \( N \) particles, then the corresponding equation of motion becomes

\[ m_i \frac{d^2r_i}{dt^2} = F_i \quad (i = 1, 2, \ldots, N). \]  \( (1.3) \)
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In many cases there exist geometrical constraints, which limit the motion of the system. For example, the motion may be along a surface. In the presence of constraints the coordinates $r_i = (x_i, y_i, c_i), \ (i = 1, 2, \ldots, n)$ are no longer all independent and are usually connected by $k$ equations: $G_j(x, y, z) = 0, \ (j = 1, 2, \ldots, k)$. Thus, only $n = 3N - k$ coordinates are independent; in this case it is more convenient and natural to use the generalized coordinates $q_1, q_2, \ldots, q_n$ so that we have

$$r_i = r_i(q_1, \ldots, q_n) \quad (i = 1, 2, \ldots, N) \quad (1.4)$$

or, in terms of generalized coordinates,

$$\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_j} \right) - \frac{\partial T}{\partial q_j} = Q_j \quad (j = 1, 2, \ldots, n), \quad (1.5)$$

where $Q_j = \sum_i F_i \cdot (\partial r_i / \partial q_j)$ is the so-called generalized force, and

$$T = \sum_i \frac{1}{2} m_i (\dot{r}_i \cdot \dot{r}_i) = \sum_i \frac{1}{2} m_i (x_i^2 + y_i^2 + z_i^2) \quad (1.6)$$

stands for the kinetic energy of the system.

If the system is conservative, then the force $F_i$ can be expressed in terms of a scalar potential function $V = V(x)$, called the potential energy, in the form

$$F_i = -\nabla_i V \equiv -\left( \frac{\partial V}{\partial x_i}, \frac{\partial V}{\partial y_i}, \frac{\partial V}{\partial z_i} \right) \quad (i = 1, 2, \ldots, N),$$

$$Q_j = \sum_i F_i \cdot \frac{\partial r_i}{\partial q_j} = -\sum_i \nabla_i V \cdot \frac{\partial r_i}{\partial q_j} = -\frac{\partial V}{\partial q_j} \quad (j = 1, 2, \ldots, n). \quad (1.7)$$

Substituting the above equation into (1.5), we obtain the following equation of motion for a conservative system:

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_j} \right) - \frac{\partial L}{\partial q_j} = 0 \quad (j = 1, 2, \ldots, n), \quad (1.8)$$

where

$$L = T - V. \quad (1.9)$$

We call (1.8) Lagrange’s equation of motion and $L$ the Lagrangian of the system.

From the above derivation it is clear that $T = T(q, \dot{q}), V = V(q)$ and that Lagrange’s equation (1.8) is a set of ordinary differential equations of the second order.

A further important development in classical mechanics consists in reformulating (1.8) as a set of $2n$ ordinary differential equations of the first order. This can be done by introducing the generalized momenta $p_i$,

$$p_i = \frac{\partial L}{\partial \dot{q}_i} \quad (i = 1, 2, \ldots, n) \quad (1.10)$$
and the Hamiltonian $H$,

$$H(p,q) = \sum_{i=1}^{n} \dot{q}_i \dot{p}_i - L(q,\dot{q}),$$  \hspace{1cm} (1.11)$$

where, for simplicity, we assume that both $H$ and $L$ are not explicitly dependent on $t$. Then, on the one hand, we have

$$dH \equiv dH(p,q) = \sum \frac{\partial H}{\partial q_i} dq_i + \sum \frac{\partial H}{\partial p_i} dp_i, \hspace{1cm} (1.12)$$

$$dH = d\left( \sum_{i=1}^{n} \dot{q}_i \dot{p}_i - L(q,\dot{q}) \right) = \sum \dot{q}_i dp_i + \sum p_i dq_i - \sum \frac{\partial L}{\partial q_i} dq_i - \sum \frac{\partial L}{\partial \dot{q}_i} d\dot{q}_i. \hspace{1cm} (1.13)$$

Then, by (1.10) and (1.8), we have $\partial L/\partial q_i = \dot{p}_i$, and thus

$$dH = \sum \dot{q}_i dp_i - \sum \dot{p}_i dq_i. \hspace{1cm} (1.14)$$

Comparing the above equation with (1.12), we deduce the celebrated canonical equation of Hamilton for $q_i$ and $p_i$,

$$\dot{q}_i = \frac{\partial H}{\partial p_i}, \hspace{0.5cm} \dot{p}_i = -\frac{\partial H}{\partial q_i} \hspace{1cm} (i = 1,2,\ldots,n). \hspace{1cm} (1.15)$$

The above Hamiltonian equation provides us with an alternate description of the basic physical laws of motion. In this description, the coordinates $q_i$ and the momenta $p_i$ take on equal status: both are treated as independent variables and appear in the equation in a symmetric manner. This equal status gives us the freedom to choose the independent variables as desired, which is convenient in many circumstances. However, the real advantage of writing the equations of motion in their Hamiltonian form lies in the fact that it gives us a deeper insight into the nature of physical laws. Thus, modern theory of mechanics to be based on symplectic geometry and also formed into the KAM theorem concerning the stability of motion represents an important contribution to physics. From a physical point of view, the Hamiltonian formulation provides us with a most suitable mathematical framework for the study of statistical mechanics and quantum mechanics. Indeed, the development of these two areas was based entirely on Hamiltonian mechanics.

Nowadays, the theory of Hamiltonian systems has developed into one of the richest areas of mathematical physics. The study of these systems involves many branches of physics as well as mathematics, ranging from fluid mechanics to quantum mechanics, from classical theory of differential equations to modern representation theory of Lie groups. Yet, the power and beauty of this theory have not been fully recognized and it still inspires new ideas and provides a springboard for new developments.

One remarkable development of the theory of the classical Hamiltonian systems is the successful extension from finite-dimensional to infinite-dimensional systems. To describe
this development, let us reformulate the Hamiltonian equation (1.15) into a form that is convenient to make such an extension. Thus, we introduce the vectors
\[ u = (q_1, \ldots, q_n, p_1, \ldots, p_n)^T, \]
\[ \nabla H = \left( \frac{\partial H}{\partial q_1}, \ldots, \frac{\partial H}{\partial q_n}, \frac{\partial H}{\partial p_1}, \ldots, \frac{\partial H}{\partial p_n} \right)^T \] (1.16)
and the matrix
\[ J = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}, \] (1.17)
where \( I \) stands for the \( n \times n \) identity matrix. The Hamiltonian equation (1.15) can now be expressed as
\[ u_i = J \nabla H \] (1.18)
and the classical Poisson bracket
\[ \{ f, g \} = \sum_{i=1}^{n} \left( \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q_i} - \frac{\partial f}{\partial q_i} \frac{\partial g}{\partial p_i} \right) \] (1.19)
can be written as
\[ \{ f, g \} = (J \nabla f, \nabla g), \] (1.20)
where \( (F, G) = \sum F_i G_i \) denotes the usual inner product of vectors \( F = (F_i) \) and \( G = (G_i) \).

As a result of this reformulation of the classical Hamiltonian equation we have arrived at a wider class of equation, the so-called generalized Hamiltonian equations. These equations are usually partial differential equations that may include also some difference, difference-differential and integro-differential equations. Therefore, they are capable of modeling a variety of infinite-dimensional physical phenomena. In this extended case, the Hamiltonian function \( H \) should be replaced by a Hamiltonian functional \( H \), and its gradient \( \nabla H \) is then defined by
\[ \left( \nabla H(u), v \right) = \frac{d}{d \varepsilon} \bigg|_{\varepsilon=0} H(u + \varepsilon v). \] (1.21)
Moreover, the matrix \( J \) that appeared originally in (1.18) has to be replaced by a linear operator, which we call a Hamiltonian operator. To be more precise, a linear operator \( J \) is called a Hamiltonian operator if the corresponding Poisson bracket (1.20) gives a Lie algebraic structure on a set of functionals, that is, if the following is true:
\[ \{ f, g \} = -\{ g, f \}, \]
\[ \{ \alpha f + \beta g, h \} = \alpha \{ f, h \} + \beta \{ g, h \} \quad (\alpha, \beta = \text{const}), \]
\[ \{ f, \{ g, h \} \} + \{ g, \{ h, f \} \} + \{ h, \{ f, g \} \} = 0. \] (1.22)
The most important example of such a generalized Hamiltonian system is the celebrated Korteweg-de Vries (KdV) equation:

\[ u_t = u_{xxx} + 6uu_x, \quad (1.23) \]

which describes the motion of shallow water. Setting \( J = D = \partial / \partial x \), we can rewrite the KdV equation in the form

\[ u_t = \frac{\partial}{\partial x} (u_{xx} + 3u^2) = D \frac{\delta}{\delta u} \left( u^3 - \frac{1}{4}u_x^2 \right), \quad (1.24) \]

where \( \delta / \delta u = \sum_{n \geq 0} (-1)^i (d^n / dx^n) (\partial / \partial u^n) \) represents the variational derivative, and \( d / dx = D + \sum_{n \geq 1} u^n (\partial / \partial u^{(n-1)}) \), \( u^{(n)} = D^n u \). It will be shown later that \( J = \partial \) is indeed a Hamiltonian operator. Thus, the KdV equation serves as a typical example of a generalized Hamiltonian system.

One of the basic theorems in classical mechanics is the Liouville theorem. It states that if one can find a set of \( n \) independent functions \( f_i = f_i(p,q), (i = q,...,n) \), which are the first integrals of the Hamiltonian system (1.15) and are in involution in pairs: \( \{ f_i, f_j \} = 0, \quad 1 \leq i, j \leq n \), then one can find a canonical transformation \((p,q) \rightarrow (P,Q)\), such that the original equation (1.15) takes the simple form

\[ \dot{Q}_i = \frac{\partial \tilde{H}}{\partial P_i} \equiv 0, \quad \dot{P}_i = \frac{\partial \tilde{H}}{\partial Q_i}, \quad (1.25) \]

where \( \tilde{H}(Q,P) = H(p(Q,P),q(Q,P)) \). The above equation can be easily integrated to obtain

\[ Q_i \equiv \alpha_i, \quad P_i = \omega_i t + \omega_{0i}, \quad (1.26) \]

where \( \alpha_i, \omega_i, \) and \( \omega_{0i} \) are constants, and

\[ \omega_i = \frac{\partial \tilde{H}(Q)}{\partial Q_i} = \text{const.} \quad (1.27) \]

The set of variables \( Q_i \) and \( P_i \) \((i = 1,...,n)\) are usually called the action-angle variables.

The Liouville theorem or its modern version, the Liouville-Arnold theorem, indicates an effective way to find the solutions of the above system. In deference to this important theorem we define a generalized Hamiltonian equation to be Liouville integrable if it has an infinite number of independent first integrals, which are in involution in pairs. Though this definition on integrability is rather formal in the sense that it does not indicate a clear way on how to integrate the system explicitly, there is strong evidence to suggest that in many important cases it is possible to find some analytical solutions to these equations, and to find an infinite number of variables that look like action-angle variables. Nowadays, the theory of integrable Hamiltonian systems has developed into one of the most fruitful research areas, and the theoretical and methodological progress made in the past
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twenty years has been recognized as one of the most remarkable achievements in the area of applied mathematics.
We have shown that the KdV equation can be put in the form of generalized Hamiltonian equation. Having done this, it is natural to ask the following questions.
1) Is KdV equation integrable in the sense of Liouville?
2) For a given nonlinear equation, especially for those equations that are widely used in various branches of physics, how can we judge whether the equation is Liouville integrable?
3) How can we search for new integrable Hamiltonian systems?
4) Since we have reason to believe that these integrable systems have some common algebraic and geometrical structure and share some special features, what is the structure and what are these special features?
To summarize, we see that to put the KdV equation into its Hamiltonian form is not the end but just the beginning of many interesting topics that we will consider. We will come back to each of the above questions, but now just for the question number (3): looking for new hierarchy of integrable systems, which is of fundamental importance in the study of Hamiltonian integrable systems [4–7, 9–12]. A new hierarchy of integrable systems of 1 + 2 dimensions with its Hamiltonian form is proposed in the next section.

2. A new hierarchy of integrable system of 1 + 2 dimensions
In the past decades there is a growing interest in the 1 + 2-dimensional systems that involve two spatial variables x, y and one temporal variable t. The theory on 1 + 2-dimensional systems is much more complicated than the one on 1 + 1-dimensional systems, which involves only x and t. It was known that 1 + 1-dimensional integrable systems possess a remarkable rich algebraic structure, such as the existence of infinite number of symmetries and conserved densities, the existence of bi-Hamiltonian structures and so on. A certain operator φ, called recursion operator, plays a central role in investigating the above algebraic properties (see, e.g., Magri and Morosi [7], Zhang [14]). One could naturally expect that such operators would exist also in 1 + 2-dimensional case. However, in [13] Zakharov and Konopel’chenko announced that such operators are merely one-dimensional matter, and, moreover, there does not exist a recursion operator in 1 + 2-dimensional case. A major step was made by Fokas and Santini in a series of papers (see Fokas and Santini [1, 2, 8]). They successfully developed a unified theory on recursion operators of both 1 + 1- and 1 + 2-dimensional systems. In their construction of recursion operators the Dirac function δ(x – y) is frequently used. Since the Dirac function is a kind of distributions (generalization functions), it is natural to expect for developing a pure algebraic approach to the theory of recursion operators. In [7], Magri and Morosi proposed such an algebraic approach. They constructed a recursion operator of the famous KP hierarchy. However their recursion scheme is not direct. In order to reach the KP hierarchy they had to use several initial values φj and then making linear combination of φiφj.
Fokas and Tu [3] (see, also [11]) propose a new algebraic recursion scheme for generating integrable systems of 1 + 2 dimensions. Their method was based on the theory of pseudodifferential operators. The aim of this section is to propose another hierarchy of
1 + 2-dimensional systems by following the residue approach of Fokas and Tu [3] and Tu et al. [11]. The first equation (after a simple reduction) in this hierarchy reads

\[ q_t = i(q_x - q_y - q^2 + 2|q|^2)_x. \]  

Let \( A \) be an associative algebra over the field \( K = C \) or \( R \), and let \( \partial : A \to A \) be a derivation, that is,

\[ \partial(\alpha f + \beta g) = \alpha \partial f + \beta \partial g, \quad \partial(fg) = f(\partial g) + (\partial f)g, \]  

where \( \alpha, \beta \in k \) and \( f, g \in A \). Following the notation of [3, 11], we form an associative algebra \( A[\xi] \), which consists of all pseudodifferential operators \( \sum_{-\infty}^{N} a_i \xi^i \), where the coefficients \( a_i \)'s are taken from \( A : a_i \in A \), and \( \xi \) stands for an operator defined by

\[ \xi f = f \xi + (\partial f), \quad f \in A. \]  

The following operator \( R : A[\xi] \to A \),

\[ R\left( \sum a_i \xi^i \right) = a_{-1}, \]  

is called the residue operator due to the similarity with the residue in theory of complex analysis.

The technique proposed by Fokas and Tu [3] for generating the KP and DS hierarchies can be briefly described as follows.

First we fix a matrix operator \( U = U(\lambda, u) \in A[\xi] \), which depends on a parameter \( \lambda \) and a vector function \( u = (u_1, \ldots, u_p)^T \).

Second, solve the equation

\[ V_x = [U, V] \]  

for \( V = \sum V_n \lambda^{-n} \). By solving the recursion relation among \( V_n \)'s we will obtain a recursion relation among

\[ g^{(n)} = (g_1^{(n)}, \ldots, g_p^{(n)})^T, \]  

where \( g_i^{(n)} \) comes from the expansion

\[ \left\langle V, \frac{\partial U}{\partial u_i} \right\rangle = \sum_n g_i^{(n)} \lambda^{-n}; \]  

\[ q_t = i(q_x - q_y - q^2 + 2|q|^2)_x. \]
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here \( \langle \cdot , \cdot \rangle \) is defined as

\[
\langle a, b \rangle = \text{tr} (R(ab)).
\] (2.8)

Third, we try to find an operator \( J \), and then form the hierarchy

\[
u_{tn} = Jg^{(n)}.\] (2.9)

In the case of KP and DS hierarchies, the operator \( J \) is the same as used in the corresponding 1 + 1-dimensional case.

Following the above approach we are able to suggest the following new hierarchy.

Levi (see [9, 10]) proposed a hierarchy starting from the matrix

\[
\begin{bmatrix}
-q & \mu q \\
-\mu & \mu^2 + r
\end{bmatrix}.
\] (2.10)

It is not difficult to show that the above matrix is similar to the matrix

\[
\begin{bmatrix}
0 & q \\
r & \lambda + r - q
\end{bmatrix}.
\] (2.11)

Thus the same hierarchy will be obtained if one starts from the above matrix. Motivated by this hierarchy we try to generate a similar one of 1 + 2 dimensions. Let us begin with the following operator:

\[
\begin{bmatrix}
0 & q \\
r & \lambda + \xi + r - q
\end{bmatrix}.
\] (2.12)

Substituting the formula (2.12) and

\[
V = \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \sum_{n \geq 0} V_n \lambda^{-n}, \quad V_n = \begin{bmatrix} A_n & B_n \\ C_n & D_n \end{bmatrix}
\] (2.13)

into the following equation:

\[
V_x = [U, V]
\] (2.14)

yields

\[
\begin{align*}
A_{nx} &= qC_n - B_n r, \\
D_{nx} - D_{ny} + [q - r, D_n] &= rB_n - C_n q, \\
B_{n+1} &= -B_{nx} + qD_n - A_n q + B_n (q - r) - B_n \xi, \\
C_{n+1} &= C_{nx} + D_n r - rA_n + (q - r)C_n - \xi C_n.
\end{align*}
\] (2.15)

From the above recursion relation we see that \( C_0 = B_0 = 0 \). Now we take the following initial operators:

\[
A_0 = \alpha \xi^{-1}, \quad D_0 = 0.
\] (2.16)
It is easy to calculate the subsequent $A_n, B_n, C_n,$ and $D_n$ as follows:

\begin{align*}
B_1 &= \alpha (-q\xi^{-1} + q_y\xi^{-2}) + O(\xi^{-3}), \\
C_1 &= \alpha (-r\xi^{-1}), \\
B_2 &= \alpha (q + (q_x - q_y - q^2 + qr)\xi^{-1}) + O(\xi^{-2}), \\
C_2 &= \alpha (r + (r_y - r_x + r^2 - qr)\xi^{-1}) + O(\xi^{-2}), \\
A_{2x} &= \alpha (-qr + ((qr)_y - (qr)_x)\xi^{-1}) + O(\xi^{-2}), \\
D_2 &= \alpha ((qr)\xi^{-1}) + O(\xi^{-2}).
\end{align*}

(2.17)

Since in present case we have

\begin{align*}
\langle V, U_q \rangle &= C - D, \\
\langle V, U_r \rangle &= B + D,
\end{align*}

(2.18)

and since the operator $J$ in the 1 + 1-dimensional case is

\begin{equation}
J = \begin{bmatrix} 0 & \partial_x \\ \partial_x & 0 \end{bmatrix},
\end{equation}

(2.19)

we obtain the following hierarchy:

\begin{align*}
q_{tn} &= R(B_{nx} + D_{nx}), \\
r_{tn} &= R(C_{nx} - D_{nx}).
\end{align*}

(2.20)

The first nontrivial pair of equations in this hierarchy are

\begin{align*}
q_{t1} &= \alpha q_x, \\
q_{t2} &= \alpha (q_x - q_y - q^2 + 2qr)_x, \\
r_{t1} &= \alpha r_x, \\
r_{t2} &= -\alpha (r_x - q_y - r^2 + 2qr)_x.
\end{align*}

(2.21)

We observe that (2.21) reduces to the LMN equation when $q_y = 0.$ Equation (2.21) admits a reduction $\alpha = i,$ $q = r^* \ast (r^* \ast$ is the complex conjugate of $r),

\begin{equation}
q_t = i(q_x - q_y - q^2 + 2|q|^2)_x.
\end{equation}

(2.22)

By applying the trace identity as Tu did in the case of KP and DS hierarchies [9], we can write the above 2D LNM hierarchy in its Hamiltonian form:

\begin{equation}
\frac{\partial u_t}{\partial u} = \frac{\partial H_n}{\delta u},
\end{equation}

(2.23)

where

\begin{equation}
H_n = -\frac{D_{n+1}}{n}.
\end{equation}

(2.24)

We thus complete this paper.
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