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The distributions of products and ratios of random variables are of interest in many areas of the sciences. In this paper, the exact distributions of the product $|XY|$ and the ratio $|X/Y|$ are derived when $X$ and $Y$ are independent Bessel function random variables. An application of the results is provided by tabulating the associated percentage points.

1. Introduction

For given random variables $X$ and $Y$, the distributions of the product $|XY|$ and the ratio $|X/Y|$ are of interest in many areas of the sciences.

In traditional portfolio selection models, certain cases involve the product of random variables. The best examples of these are in the case of investment in a number of different overseas markets. In portfolio diversification models (see, e.g., Grubel [6]), not only are prices of shares in local markets uncertain, but also the exchange rates are uncertain so that the value of the portfolio in domestic currency is related to a product of random variables. Similarly in models of diversified production by multinationals (see, e.g., Rugman [21]), there are local production uncertainty and exchange rate uncertainty so that profits in home currency are again related to a product of random variables. An entirely different example is drawn from the econometric literature. In making a forecast from an estimated equation, Feldstein [4] pointed out that both the parameter and the value of the exogenous variable in the forecast period could be considered as random variables. Hence, the forecast was proportional to a product of random variables.

An important example of ratios of random variables is the stress-strength model in the context of reliability. It describes the life of a component which has a random strength $Y$ and is subjected to random stress $X$. The component fails at the instant that the stress applied to it exceeds the strength and the component will function satisfactorily whenever $Y > X$. Thus, $\Pr(X < Y)$ is a measure of component reliability. It has many applications especially in engineering concepts such as structures, deterioration of rocket motors, static fatigue of ceramic components, fatigue failure of aircraft structures, and the aging of concrete pressure vessels.

The distributions of $|XY|$ and $|X/Y|$ have been studied by several authors especially when $X$ and $Y$ are independent random variables and come from the same family. With

In this paper, we study the exact distributions of $|XY|$ and $|X/Y|$ when $X$ and $Y$ are independent Bessel function random variables with pdfs

$$f_X(x) = \frac{|x|^m}{\sqrt{\pi 2^m b^{m+1}} \Gamma(m + 1/2)} K_m\left(\frac{|x|}{b}\right), \quad (1.1)$$

$$f_Y(y) = \frac{|y|^n}{\sqrt{\pi 2^n \beta^{n+1}} \Gamma(n + 1/2)} K_n\left(\frac{|y|}{\beta}\right), \quad (1.2)$$

respectively, for $-\infty < x < \infty$, $-\infty < y < \infty$, $b > 0$, $\beta > 0$, $m > 1$, and $n > 1$, where

$$K_v(x) = \frac{\sqrt{\pi x^v}}{2^v \Gamma(v + 1/2)} \int_1^\infty (t^2 - 1)^{-v - 1/2} \exp(-xt) dt \quad (1.3)$$

is the modified Bessel function of the third kind. Tabulations of the associated percentage points are also provided.

Bessel function distributions have found applications in a variety of areas that range from image and speech recognition and ocean engineering to finance. They are rapidly becoming distributions of first choice whenever “something” heavier than Gaussian tails is observed in the data. Some examples are as follows (see Kotz et al. [10] for further applications).

1. In communication theory, $X$ and $Y$ could represent the random noises corresponding to two different signals.
2. In ocean engineering, $X$ and $Y$ could represent distributions of navigation errors.
3. In finance, $X$ and $Y$ could represent distributions of log-returns of two different commodities.
4. In image and speech recognition, $X$ and $Y$ could represent “input” distributions.

In each of the examples above, it will be of interest to study the distribution of the ratio $|X/Y|$. For example, in communication theory, $|X/Y|$ could represent the relative strength of the two different signals. In ocean engineering, $|X/Y|$ could represent the relative safety of navigation. In finance, $|X/Y|$ could represent the relative popularity of the two different commodities. The distribution of the product $|XY|$ is considered here for completeness.
The exact expressions for the distributions of the product and ratio are given in Sections 2 and 3 of the paper. The calculations involve the generalized hypergeometric function defined by

\[ pFq\left(\begin{array}{c} a_1, \ldots, a_p \\ b_1, \ldots, b_q \end{array}; x \right) = \sum_{k=0}^{\infty} \frac{(a_1)_k (a_2)_k \cdots (a_p)_k}{(b_1)_k (b_2)_k \cdots (b_q)_k} \frac{x^k}{k!}, \] (1.4)

where \((e)_k = e(e+1) \cdots (e+k-1)\) denotes the ascending factorial. We also need the following important lemmas.

**Lemma 1.1** (Prudnikov et al. [18, equation (2.16.33.5), Volume 2]). For \(b > 0\) and \(c > 0\),

\[
\int_0^\infty x^{a-1} K_\nu\left(\frac{b}{x}\right) K_\nu(cx)dx = 2^{a-2\mu-3} b^\nu c^{\mu-a} \Gamma(-\mu) \Gamma\left(\frac{\alpha + \nu - \mu}{2}\right) \Gamma\left(\frac{\alpha - \nu - \mu}{2}\right) \\
\times {}_0F_3\left(1 + \mu, 1 + \frac{\mu - v - \alpha}{2}, 1 + \frac{\nu + \mu - \alpha}{2}; \frac{b^2 c^2}{16}\right) \\
+ 2^{a+2\mu-3} b^{-\mu} c^{-\mu-a} \Gamma(\mu) \Gamma\left(\frac{\alpha + \nu + \mu}{2}\right) \Gamma\left(\frac{\alpha - \nu + \mu}{2}\right) \\
\times {}_0F_3\left(1 - \mu, 1 - \frac{\alpha + \mu + \nu}{2}, 1 - \frac{\alpha + \mu - \nu}{2}; \frac{b^2 c^2}{16}\right) \\
+ 2^{-a-2v-3} b^{a+\nu} c^\nu \Gamma(-\nu) \Gamma\left(\frac{\mu - \nu - \alpha}{2}\right) \Gamma\left(\frac{\mu + \nu + \alpha}{2}\right) \\
\times {}_0F_3\left(1 + \nu, 1 + \frac{\alpha + \nu - \mu}{2}, 1 + \frac{\alpha + \mu + \nu}{2}; \frac{b^2 c^2}{16}\right) \\
+ 2^{2v-a-3} b^{a-\nu} c^{-\nu} \Gamma(\nu) \Gamma\left(\frac{\mu + \nu - \alpha}{2}\right) \Gamma\left(\frac{\nu - \mu - \alpha}{2}\right) \\
\times {}_0F_3\left(1 - \nu, 1 + \frac{\alpha - \nu - \mu}{2}, 1 + \frac{\alpha + \mu - \nu}{2}; \frac{b^2 c^2}{16}\right). \tag{1.5}
\]

**Lemma 1.2** (Gradshteyn and Ryzhik [5, equation (6.576.4)]). For \(a + b > 0\) and \(\lambda < 1 - \mu - \nu\),

\[
\int_0^\infty x^{-\lambda} K_\mu(ax) K_\nu(bx)dx = \frac{2^{-2-\lambda} a^{-\nu+\lambda-1} b^\nu}{\Gamma(1-\lambda)} \Gamma\left(\frac{1-\lambda + \mu + \nu}{2}\right) \Gamma\left(\frac{1-\lambda - \mu + \nu}{2}\right) \\
\times \Gamma\left(\frac{1-\lambda + \mu - \nu}{2}\right) \Gamma\left(\frac{1-\lambda - \mu - \nu}{2}\right) \\
\times {}_2F_1\left(\frac{1-\lambda + \mu + \nu}{2}, \frac{1-\lambda - \mu + \nu}{2}; 1-\lambda; 1 - \frac{b^2}{a^2}\right). \tag{1.6}
\]
Lemma 1.3 (Prudnikov et al. [19, equation (2.21.14), Volume 3]). For \( y > 0, \beta > 0, \alpha + \beta < 1 + a, \) and \( \alpha + \beta < 1 + b, \)

\[
\int_y^\infty x^{a-1}(x-y)^{\beta-1} _2F_1(a, b; c; 1-wx)dx = w^{-a} y^{\alpha+\beta-1} \frac{\Gamma(c)\Gamma(b-a)\Gamma(b)\Gamma(a-\alpha-\beta+1)}{\Gamma(b)\Gamma(c-a)\Gamma(a-\alpha+1)} \\
\times _3F_2\left(a, c-b, a-\alpha-\beta+1; a-\alpha+1, a-b+1; \frac{1}{wy}\right) + w^{-b} y^{\alpha+\beta-b-1} \frac{\Gamma(c)\Gamma(a-b)\Gamma(b)\Gamma(b-\alpha-\beta+1)}{\Gamma(a)\Gamma(c-b)\Gamma(b-\alpha+1)} \\
\times _3F_2\left(b, c-a, b-\alpha-\beta+1; b-a+1, b-\alpha+1; \frac{1}{wy}\right).
\] (1.7)

Lemma 1.4 (Prudnikov et al. [19, equation (2.22.2.1), Volume 3]). For \( a > 0, \alpha > 0, \beta > 0, \) and \( p \leq q + 1, \)

\[
\int_0^a x^{a-1}(a-x)^{\beta-1} _pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; wx)dx = a^{\alpha+\beta-1} B(\alpha, \beta) p F_{q+1}(a_1, \ldots, a_p, \alpha; b_1, \ldots, b_q, \alpha+\beta; aw).
\] (1.8)

Further properties of the generalized hypergeometric function can be found in Prudnikov et al. [17, 18, 19] and Gradshteyn and Ryzhik [5].

2. Product

Theorem 2.1 derives explicit expressions for the distribution of \(|XY|\) in terms of the \( _0F_3 \) and \( _1F_4 \) hypergeometric functions.

Theorem 2.1. Suppose that \( X \) and \( Y \) are distributed according to (1.1) and (1.2), respectively. The pdf and the cdf of \( Z = |XY| \) can be expressed as

\[
f_Z(z) = K\left\{2^{n-3m-1}b^{-m}b^m \Gamma^2(-m)\Gamma(n-m)z^{2m}c_1(z) - 2^{m+n}b^m b_n \Gamma(m)\Gamma(n)c_2(z)
+ 2^{m-3n-1}b^{m-2n} \beta^{-n}\Gamma^2(-n)\Gamma(m-n)z^{2n}c_3(z)\right\},
\] (2.1)

\[
F_Z(z) = K\left\{2^{n-3m-1}b^{-m}b^{n-2m}\Gamma^2(-m)\Gamma(n-m)z^{2m+1}c_4(z) - 2^{m+n}b^m b_n \Gamma(m)\Gamma(n)z c_5(z)
+ 2^{m-3n-1}b^{m-2n} \beta^{-n}\Gamma^2(-n)\Gamma(m-n)z^{2n+1} c_6(z)\right\},
\] (2.2)
where

\[ C_1(z) = {}_0F_3 \left(1 + m, 1 + m - n, 1 + m; \frac{z^2}{16b^2\beta^2} \right), \]
\[ C_2(z) = {}_0F_3 \left(1 - m, 1 - n, 1; \frac{z^2}{16b^2\beta^2} \right), \]
\[ C_3(z) = {}_0F_3 \left(1 + n, 1 + n - m, 1 + n; \frac{z^2}{16b^2\beta^2} \right), \]
\[ C_4(z) = {}_1F_4 \left(\frac{1}{2} + m; 1 + m, 1 + m - n, 1 + m, \frac{3}{2} + m; \frac{z^2}{16b^2\beta^2} \right), \]
\[ C_5(z) = {}_1F_4 \left(\frac{1}{2} - m, 1 - n, 1; \frac{3}{2}, \frac{z^2}{16b^2\beta^2} \right), \]
\[ C_6(z) = {}_1F_4 \left(\frac{1}{2} + n; 1 + n, 1 + n - m, 1 + n, \frac{3}{2} + n; \frac{z^2}{16b^2\beta^2} \right), \]

(2.3)

\[ K = \pi \frac{2^{m+n} b^{m+1} \beta^{n+1} \Gamma \left(m + \frac{1}{2}\right) \Gamma \left(n + \frac{1}{2}\right)}{\Gamma \left(m + \frac{1}{2}\right) \Gamma \left(n + \frac{1}{2}\right)}, \]

(2.4)

and \( C \) denotes Euler's constant.

**Proof.** The pdf of \(|XY|\) can be expressed as

\[ f_Z(z) = 4 \int_0^\infty \frac{1}{y} f_X \left(\frac{z}{y}\right) f_Y(y) dy \]
\[ = 4 \int_0^\infty \frac{1}{y} \frac{|z/y|^m}{\sqrt{\pi} 2^m b^{m+1} \Gamma(m+1/2)} K_m \left(\frac{|z/y|}{\sqrt{\pi}2^m \beta^{n+1} \Gamma(n+1/2)} \right) \frac{|y|^n}{\sqrt{\pi} 2^n \beta^{n+1} \Gamma(m+1/2)} K_n \left(\frac{y}{\beta}\right) dy \]
\[ = \frac{z^m I(m,n)}{\pi 2^{m+n-2} b^{m+1} \beta^{n+1} \Gamma(m+1/2) \Gamma(n+1/2)}, \]

(2.5)

where \( I(m,n) \) denotes the integral

\[ I(m,n) = \int_0^\infty y^{n-m-1} K_m \left(\frac{z}{by}\right) K_n \left(\frac{y}{\beta}\right) dy. \]

The result in (2.1) follows by direct application of Lemma 1.1 to calculate \( I(m,n) \). The cdf of \( Z \) can be expressed as

\[ F_Z(z) = K \left\{ 2^{n-3m-1} b^{-m} \beta^{-n-2m} \Gamma^2(-m) \Gamma(n-m) \int_0^z w^{2m} C_1(w) dw \right. \]
\[ - 2^{m+n} b^m \beta^n \Gamma(m) \Gamma(n) \int_0^z C_2(w) dw \]
\[ + 2^{n-3m-1} b^{-m-2n} \beta^{-n-2} \Gamma^2(-n) \Gamma(m-n) \int_0^z w^{2n} C_3(w) dw \right\}. \]

(2.6)

The result in (2.2) follows by applying Lemma 1.4 to calculate the three integrals in (2.6). \( \Box \)
Figure 2.1. Plots of the pdf (2.1) for $b = 1, \beta = 1,$ and (a) $m = 2$; (b) $m = 3$; (c) $m = 5$; and (d) $m = 10$.

Figure 2.1 illustrates possible shapes of the pdf (2.1) for selected values of $m$ and $n$. The four curves in each plot correspond to selected values of $n$. The effect of the parameters is evident.

3. Ratio

Theorem 3.1 derives explicit expressions for the distribution of $|X/Y|$ in terms of the $2F_1$ and $3F_2$ hypergeometric functions.
Theorem 3.1. Suppose that $X$ and $Y$ are distributed according to (1.1) and (1.2), respectively. The pdf and the cdf of $Z = |X/Y|$ can be expressed as

$$f_Z(z) = \frac{2L(\beta/b)^{-2n-1}}{m+n+1} z^{-2n-2} D_1(z), \quad (3.1)$$

$$F_Z(z) = 2L\Gamma(m+n+1) \left\{ \frac{\Gamma(-m)D_2(z)}{(2m+1)\Gamma(n+1)} + \frac{\beta z D_3(z)}{mb\Gamma(m+n+1)} \right\}, \quad (3.2)$$

where

$$D_1(z) = 2F_1 \left( m+n+1, n+1; m+n+2; 1 - \frac{b^2}{\beta^2 z^2} \right),$$

$$D_2(z) = 2F_1 \left( m+n+1, m+\frac{1}{2}; m+\frac{3}{2}; \frac{\beta^2 z^2}{b^2} \right), \quad (3.3)$$

$$D_3(z) = 3F_2 \left( n+1, 1, 1; 1-m, \frac{3}{2}; \frac{\beta^2 z^2}{b^2} \right),$$

$$L = \frac{\Gamma(m+1)\Gamma(n+1)}{\pi\Gamma(m+1/2)\Gamma(n+1/2)}.$$
Using special properties of the \( _2F_1 \) hypergeometric function, one can derive other equivalent forms and elementary forms for the pdf of \( Z = |X/Y| \). This is illustrated in the corollaries below.

**Corollary 3.2.** The pdf given by (3.1) can be expressed in the equivalent forms

\[
 f_Z(z) = \frac{2\beta(\beta z/b)^{2n} \Gamma(m+1)\Gamma(n+1)}{b\pi(m+n+1)\Gamma(m+1/2)\Gamma(n+1/2)} \text{exp}_1 \left( m+n+1, m+1; m+n+2; 1 - \frac{\beta^2 z^2}{b^2} \right),
\]

\[
 f_Z(z) = \frac{2\beta \Gamma(m+1)\Gamma(n+1)}{b\pi(m+n+1)\Gamma(m+1/2)\Gamma(n+1/2)} \text{exp}_1 \left( n+1, 1; m+n+2; 1 - \frac{\beta^2 z^2}{b^2} \right),
\]

\[
 f_Z(z) = \frac{2\beta(\beta z/b)^{-2} \Gamma(m+1)\Gamma(n+1)}{b\pi(m+n+1)\Gamma(m+1/2)\Gamma(n+1/2)} \text{exp}_1 \left( 1, m+1; m+n+2; 1 - \frac{b^2}{\beta^2 z^2} \right).
\]

(3.7)

**Corollary 3.3.** If \( m \geq 2 \) and \( n \geq 2 \) are integers, then (3.1) can be reduced to the elementary form

\[
 f_Z(z) = \frac{2\beta \Gamma(m+1)\Gamma(m+n+1)}{b\pi(\beta^2 z^2/b^2 - 1)\Gamma(m+1/2)\Gamma(n+1/2)}
 \times \left\{ \sum_{k=1}^{n} \frac{(n-k)!(1-\beta^2 z^2/b^2)^{1-k}}{(m+n+1-k)!} + \frac{(1-\beta^2 z^2/b^2)^{1-n}}{m!\beta^2 z^2/b^2} \right\}
 \times \left\{ -2 \left( 1 - \frac{b^2}{\beta^2 z^2} \right)^{-m-1} \log \left( \frac{\beta z}{b} \right) + \sum_{k=1}^{n} \frac{(1-b^2/(\beta^2 z^2))^{-k}}{m+1-k} \right\}.
\]

(3.8)

**Corollary 3.4.** If \( m - 1/2 \geq 1 \) and \( n - 1/2 \geq 1 \) are integers, then (3.1) can be reduced to the elementary form

\[
 f_Z(z) = \frac{2b(1-\beta^2 z^2/b^2)^{-m-n-1} \Gamma(m+1)\Gamma(n+1)}{\beta z^2 \pi(m+n+1)(-m-1)_{m+n+2}\Gamma(m+1/2)\Gamma(n+1/2)}
 \times \left\{ \Gamma(-m) \left( \frac{\beta z}{b} \right)^{2m+2} + \sum_{k=1}^{m+n+1} (-m-1)_k(-1)^k \left( 1 - \frac{b^2}{\beta^2 z^2} \right)^{k-1} \left( \beta z/b \right)^{2k} \right\}.
\]

(3.9)

4. **Percentiles**

Figure 4.1 illustrates possible shapes of the pdf (3.1) for selected values of \( m \) and \( n \). The four curves in each plot correspond to selected values of \( n \). The effect of the parameters is evident.

In this section, we provide tabulations of percentage points associated with the derived distributions of \( |XY| \) and \( |X/Y| \). These values are obtained by numerically solving
the equations

\[
K \left\{ 2^{n-3m-1} b^{-m} \beta^{-2n} \Gamma^2(-m) \Gamma(n-m) \frac{z_p^{2m+1}}{2m+1} C_4(z_p) - 2^{m+n} b^m \beta^n \Gamma^2(n) \Gamma(n) z_p C_5(z_p) \right. \\
+ 2^{n-3n-1} b^{-m-2n} \beta^{-n} \Gamma^2(-n) \Gamma(m-n) \frac{z_p^{2n+1}}{2n+1} C_6(z_p) \right\} = p, \\
2L \Gamma(m+n+1) \left\{ \frac{\Gamma(-m) D_2(z_p)}{(2m+1) \Gamma(n+1)} + \frac{\beta z_p D_3(z_p)}{mb \Gamma(m+n+1)} \right\} = p.
\]

(4.1)
Evidently, this involves computation of the generalized hypergeometric function and routines for this are widely available. We used the function hypergeom (·) in the algebraic manipulation package Maple. Tables 4.1 and 4.2 provide the numerical values of \( z_p \) for \( b = 1, \beta = 1, m = 2, 3, \ldots, 9, \) and \( n = m, m + 1, \ldots, 9. \)
We hope these numbers will be of use to the practitioners mentioned in Section 1. Similar tabulations could be easily derived for other values of $p$, $m$, $n$, $b$, and $\beta$ by using the hypergeom ($\cdot$) function in Maple.
On the product and ratio of Bessel random variables

Besides being of practical interest, the above tables can be used to check the accuracy of the results derived in Sections 2 and 3. We estimated the relevant percentage points by simulating samples of size $10^8$ from the two Bessel function distributions. The estimates were consistent with the tabulated values up to the third decimal place.
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