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Denote by $\mathcal{H}_n(F)$ the linear space of all $n \times n$ alternate matrices over a field $F$. We first characterize all linear bijective maps on $\mathcal{H}_n(F)$ ($n \geq 4$) preserving rank 2 when $F$ is any field, and thereby the characterization of all linear bijective maps on $\mathcal{H}_n(F)$ preserving the max-rank is done when $F$ is any field except for $\{0, 1\}$. Furthermore, the linear preservers of the determinant (resp., adjoint) on $\mathcal{H}_n(F)$ are also characterized by reducing them to the linear preservers of the max-rank when $n$ is even and $F$ is any field except for $\{0, 1\}$. This paper can be viewed as a supplement version of several related results.

2000 Mathematics Subject Classification: 15A03, 15A04.

1. Introduction. Let $F$ be any field and $F^*$ its multiplicative group. Denote by $M_{m \times n}(F)$ the space of all $m \times n$ matrices over $F$ and by $GL_n(F)$ the subset of $M_{n \times n}(F)$ consisting of all invertible matrices. The notation $E_{ij}$ denotes the matrix with 1 at the $(i,j)$th entry and 0 elsewhere. For $A \in M_{m \times n}(F)$, we denote by $A^t$ the transpose of $A$. A square matrix $A$ is said to be alternate if $A^t = -A$ and all diagonal elements are zeros. By [2, page 161], we have the following.

(i) When the characteristic of $F$ is not 2, a matrix is alternate if and only if it is skew symmetric; when the characteristic of $F$ is 2, a matrix is alternate if and only if it is symmetric and all diagonal elements are zeros.

(ii) The rank of any alternate matrix is necessarily even.

(iii) $A$ is an alternate matrix of rank $A = 2r > 0$ if and only if there exists a matrix $P \in GL_n(F)$ such that $P^t AP = \sum_{i=1}^r J_i^{(n)}$, where $J_i^{(n)} = E_{2i-1}E_{2i} - E_{2i-1}E_{2i}$ $\in \mathcal{H}_n(F)$.

(iv) Under the usual addition and scalar multiplication, the set $\mathcal{H}_n(F)$ of all alternate matrices in $M_{n \times n}(F)$ forms a linear space over $F$.

A matrix $A \in \mathcal{H}_n(F)$ is said to have max-rank if rank $A = n$ (resp., $n - 1$) when $n$ is even (resp., odd). Denote by $M \mathcal{K}_n(F)$ the subset of $\mathcal{H}_n(F)$ consisting of all max-rank matrices. For $A \in \mathcal{H}_n(F)$, the notation $A^{ad}$ denotes the adjoint matrix of $A$, that is, $A^{ad} = B = [b_{ij}]$, where $b_{ij}$ is the cofactor of the $i, j$ entry of $A$.

A linear map $\phi : \mathcal{H}_n(F) \rightarrow \mathcal{H}_n(F)$ is said to preserve rank 2 if rank $\phi(A) = 2$ for all $A \in \mathcal{H}_n(F)$ with rank $A = 2$. A linear map $\phi : \mathcal{H}_n(F) \rightarrow \mathcal{H}_n(F)$ is said to preserve the max-rank if $\phi(M \mathcal{K}_n(F)) = M \mathcal{K}_n(F)$. A linear map $\phi : \mathcal{H}_n(F) \rightarrow \mathcal{H}_n(F)$ is said to preserve the determinant (resp., the adjoint) if det $\phi(A) = \det A$ (resp., $\phi(A)^{ad} = \phi(A^{ad})$) for all $A \in \mathcal{H}_n(F)$.

Linear preserver problems are an active research area in matrix theory (see [3, 5] and the references therein). The category of linear rank 1 preserver problems on $M_{m \times n}(F)$ is
very important since it can be used to solve the other linear preserver problems. Since alternate matrix plays an important role in the theory of quadratic forms and classical groups (see [7]), it is worthwhile and interesting to study the preserving problems of alternate matrices. However, one can not study linear rank 1 preserver problems on $\mathcal{N}_n(F)$ since the rank of any matrix in $\mathcal{N}_n(F)$ is even.

To give a parallel result to those of linear rank 1 preserver problems on $M_{m \times n}(F)$, this paper first characterizes all linear bijective maps on $\mathcal{N}_n(F)$ preserving rank 2 when $n \geq 4$ and $F$ is any field (see Section 2), and then all linear bijective maps on $\mathcal{N}_n(F)$ preserving the max-rank are characterized by using the result about rank 2 preservers when $n \geq 4$ and $F$ is any field except for $\{0, 1\}$ (see Section 3). Furthermore, the linear preservers of the determinant (resp., the adjoint) on $\mathcal{N}_n(F)$ are also characterized by reducing them to the linear preservers of the max-rank when $n \geq 4$ and $F$ is any field except for $\{0, 1\}$ (see Section 4).

We provide some notations which will be used in the rest of this paper. We denote by $I_k$ and $O_{m \times n}$ the $k \times k$ identity matrix and the $m \times n$ zero matrix, respectively. We also write them as $I$ and $O$, respectively, when the dimensions of these matrices are clear.

Let $J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$. Clearly, $J$ is the same as $J_1^{(2)}$.

The basic tool used in this paper is the following fundamental theorem of geometry of alternate matrices.

**Theorem 1.1** (see [7]). Let $F$ be any field, $n \geq 4$ an integer, and $\phi$ a bijective map from $\mathcal{N}_n(F)$ to itself. Assume that for any $X_1, X_2 \in \mathcal{N}_n(F)$, rank$(X_1 - X_2) = 2$ if and only if rank$(\phi(X_1) - \phi(X_2)) = 2$. Then, there exist $a \in F^*$, $Q \in GL_n(F)$, $K_0 \in \mathcal{N}_n(F)$, and an automorphism $\sigma$ on $F$ such that either

$$\phi(X) = aQ^tX^\sigma Q + K_0 \quad \forall X = [x_{ij}] \in \mathcal{N}_n(F)$$

or

$n = 4$, $\phi(X) = aQ^t(X^*)_\sigma Q + K_0 \quad \forall X = [x_{ij}] \in \mathcal{N}_n(F)$,

where $X^\sigma = [\sigma(x_{ij})]$ and

$$X^* = \begin{bmatrix} 0 & x_{12} & x_{13} & x_{23} \\ -x_{12} & 0 & x_{14} & x_{24} \\ -x_{13} & -x_{14} & 0 & x_{34} \\ -x_{23} & -x_{24} & -x_{34} & 0 \end{bmatrix}.$$  

Conversely, any map of the form (1.1) and (1.2) from $\mathcal{N}_n(F)$ to itself is bijective and both the map and its inverse preserve the adjacency (recall that $X_1$ and $X_2$ are adjacent if rank$(X_1 - X_2) = 2$ for $X_1, X_2 \in \mathcal{N}_n(F)$).

2. **Linear maps preserving rank 2.** In this section, we assume that $F$ is any field and $n \geq 4$ is an integer. Denote by $e_k^{(n)}$ the $n$-dimensional column vector with 1 at the $k$th
Thus, we can write

\[ \Theta_W = \{ W^t \text{diag} (X_{11}, O) W \mid X_{11} \in \mathcal{H}_{n-2}(F) \}, \]

\[ \Omega_W = \left\{ W^t \begin{bmatrix} X_{11} & X_{12} \\ -X_{12} & O \end{bmatrix} W \mid X_{11} \in \mathcal{H}_{n-2}(F), \ X_{12} \in M_{(n-2) \times 2}(F) \right\}. \quad (2.1) \]

**Lemma 2.1.** Given \( A \in \mathcal{H}_{n}(F) \) with rank \( A = 2 \) and \( W \in \mathcal{H}_{n}(F) \). Further, assume that there exists nonzero \( B \in \Theta_W \) satisfying rank \((A+B) = 2\). Then, \( A \in \Omega_W \).

**Proof.** Let \( A = W^t \begin{bmatrix} A_{11} & A_{12} \\ -A_{12} & A_3 \end{bmatrix} W \) with \( A_3 \in \mathcal{H}_2(F) \). If \( A_3 \neq 0 \), then \( A_3 \) is invertible, that is, rank \( A_3 = 2 \). Let \( P = \begin{bmatrix} I_{n-2} & O \\ -A_3^{-1}A_{12} & I_2 \end{bmatrix} W \). Then, \( B = P^t B_1 P \) for some \( B_1 \in \Theta_W \) and \( A = P^t \text{diag}(A_1 + A_2 A_3^{-1} A_{12}^t, A_3) P \). This, together with rank \( A = \text{rank}(A+B) = \text{rank} A_3 = 2 \), yields \( B_1 = O \), and hence \( B = O \), an impossibility. Therefore, \( A_3 = O \). The proof is complete.

**Lemma 2.2.** Let \( \phi : \mathcal{H}_{n}(F) \rightarrow \mathcal{H}_{n}(F) \) be a linear map preserving rank 2 and satisfying

\[ \phi \left( J_k^{(n)} \right) \in \Theta_W \quad \text{for some } 1 \leq k \leq \left[ \frac{n}{2} \right]. \quad (2.2) \]

Then, \( \phi(S_1(k) \cup S_2(k)) \subset \Omega_W \) with \( S_1(k) = \{ E_{ij} - E_{ji} \mid j > i, i \in \{ 2k-1, 2k \} \} \), and \( S_2(k) = \{ E_{ij} - E_{ji} \mid i < j, j \in \{ 2k-1, 2k \} \} \).

**Proof.** For arbitrary but fixed \( A_{ij} = E_{ij} - E_{ji} \in S_1(k) \cup S_2(k) \), it is clear that rank \( A_{ij} = \text{rank} J_{k}^{(n)} = \text{rank}(J_k^{(n)} + A_{ij}) = 2 \). By the definition of \( \phi \), we have rank \( \phi(A_{ij}) = \text{rank} \phi(J_{k}^{(n)}) = \text{rank}(\phi(J_{k}^{(n)}) + \phi(A_{ij})) = 2 \). Using (2.2) and applying Lemma 2.1 to \( A = \phi(A_{ij}) \) and \( B = \phi(J_{k}^{(n)}) \) yield \( \phi(A_{ij}) \in \Omega_W \). Thus, the proof is complete.

**Lemma 2.3.** Let \( \phi : \mathcal{H}_{n}(F) \rightarrow \mathcal{H}_{n}(F) \) be a linear bijective map preserving rank 2. Then, there exists a full-row rank matrix \( P \in M_{2[n/2] \times n}(F) \) such that \( \phi(J_{i}^{(n)}) = P^t J_{i}^{(2[n/2])} P \) for all \( 1 \leq i \leq \lfloor n/2 \rfloor \).

**Proof.** For any \( 1 \leq i \leq \lfloor n/2 \rfloor \), it follows from rank \( J_{i}^{(n)} = 2 \) that rank \( \phi(J_{i}^{(n)}) = 2 \). Thus, we can write

\[ \phi(J_{i}^{(n)}) = P_i^t J_i P_i, \quad i = 1, \ldots, \left[ \frac{n}{2} \right], \quad (2.3) \]

where \( P_i \in M_{2 \times n}(F) \) satisfies rank \( P_i = 2 \) for all \( 1 \leq i \leq \lfloor n/2 \rfloor \). Let

\[ P = \begin{bmatrix} P_1 \\ \vdots \\ P_{\lfloor n/2 \rfloor} \end{bmatrix}, \quad Z_i = \begin{bmatrix} e_{2i-1}^{(2\lfloor n/2 \rfloor)} & e_{2i}^{(2\lfloor n/2 \rfloor)} \end{bmatrix}^t, \quad i = 1, \ldots, \left[ \frac{n}{2} \right]. \quad (2.4) \]

Then, \( P_i = Z_i P \) and \( Z_i^t J_i Z_i = J_{i}^{(2\lfloor n/2 \rfloor)} \). This, together with (2.3), gives

\[ \phi(J_{i}^{(n)}) = P_i^t J_{i}^{(2\lfloor n/2 \rfloor)} P_i, \quad i = 1, \ldots, \left[ \frac{n}{2} \right]. \quad (2.5) \]

Now, to complete the proof, it suffices to show that rank \( P = s = 2 \lfloor n/2 \rfloor \). This is proceeded by the reduction to absurdity. Suppose \( 2 \leq s \leq 2 \lfloor n/2 \rfloor - 1 \). Then, there exists
a matrix $W \in \text{GL}_n(\mathbb{F})$ satisfying $P = [p_0 \circ] W$, where $P_0 \in M_{2[n/2] \times 2}(\mathbb{F})$ with rank $P_0 = s$. Substituting $P$ into (2.5) yields

$$
\phi \left( J^{(n)}_i \right) = W^t \text{diag} \left( P_0^t J^{(2[n/2])}_i P_0, O \right) W, \quad i = 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor. \quad (2.6)
$$

If $s \leq n - 2$, then, by (2.6), we have $\phi(J^{(n)}_k) \in \Omega_W$ for all $1 \leq k \leq [n/2]$. Using Lemma 2.2 yields $\phi(\{E_{pq} - E_{qp} | 1 \leq p < q \leq n\}) \subset \Omega_W$. Noting that any matrix in $\mathcal{H}_n(\mathbb{F})$ can be written as a linear combination of finite matrices in the set $\{E_{pq} - E_{qp} | 1 \leq p < q \leq n\}$, we deduce from the linearity of $\phi$ that $\phi(\mathcal{H}_n(\mathbb{F})) \subset \Omega_W$, which contradicts the surjectivity of $\phi$. Therefore, $s \geq n - 1$. This, together with $2 \leq s \leq 2[n/2] - 1$, implies that $n = 2[n/2]$ and $s = 2[n/2] - 1 = n - 1$. Furthermore, the matrix $P_0$ can be written as $P_0 = ZR_1$ with

$$
Z = \begin{bmatrix}
e_1^{(n-1)} & \cdots & e_{v-1}^{(n-1)} & z & e_v^{(n-1)} & \cdots & e_{n-1}^{(n-1)}
\end{bmatrix}^t, \quad (2.7)
$$

where $z \in M_{(n-1) \times 1}(\mathbb{F})$ and $R_1 \in \text{GL}_{n-1}(\mathbb{F})$. Let $R = (R_1 \oplus 1)W$. Then, (2.6) turns into

$$
\phi \left( J^{(n)}_i \right) = R^t \text{diag} \left( Z^t J^{(n)}_i Z, O \right) R, \quad i = 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor. \quad (2.8)
$$

Without loss of generality, we can assume that $v = n$, or equivalently,

$$
Z = \begin{bmatrix} I_{n-1} & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
\end{bmatrix}, \quad (2.9)
$$

where $z_i \in \mathbb{F}$ for all $1 \leq i \leq n - 1$. (Otherwise, the rest of the proof can be proceeded by denoting a new set which is similar to $\Omega_W$.) By direct computation, then (2.8) implies

$$
\phi \left( J^{(n)}_i \right) = R^t \begin{bmatrix} O_{n-2} & -[z_1 \cdots z_{n-2}]^t & O \\
[z_1 \cdots z_{n-2}] & 0 & 0 \\
O & 0 & 0 \\
\end{bmatrix}, \quad R \in \Omega_R. \quad (2.10)
$$

This, together with Lemma 2.2, gives $\phi(\{E_{pq} - E_{qp} | 1 \leq p < q \leq n\}) \subset \Omega_R$. Noting that any matrix in $\mathcal{H}_n(\mathbb{F})$ can be written as a linear combination of finite matrices in the set $\{E_{pq} - E_{qp} | 1 \leq p < q \leq n\}$, we deduce from the linearity of $\phi$ that $\phi(\mathcal{H}_n(\mathbb{F})) \subset \Omega_R$, which contradicts the surjectivity of $\phi$. In summary, $s = 2[n/2]$.

The proof is complete. \hfill \square

**Theorem 2.4.** Suppose $F$ is any field and $n \geq 4$ is an integer. Then, $\phi : \mathcal{H}_n(\mathbb{F}) \to \mathcal{H}_n(\mathbb{F})$ is a linear bijective map preserving rank 2 if and only if there exist $\delta \in F^*$ and $Q \in \text{GL}_n(\mathbb{F})$ satisfying either

$$
\phi(X) = \delta Q^t X Q \quad \forall X \in \mathcal{H}_n(\mathbb{F}) \quad (2.11)
$$
or

\[ n = 4, \quad \phi(X) = \delta P^t X^* P \quad \forall X \in \mathcal{H}_n(F), \quad (2.12) \]

where \( X^* \) is defined in (1.3).

**Proof.** The “if” part is obvious. Now we prove the “only if” part. For arbitrary but fixed nonzero \( A \in \mathcal{H}_n(F) \), let \( \text{rank} A = 2r > 0 \). It is clear that there exists \( W \in \text{GL}_n(F) \) such that \( A = W^t (\sum_{i=1}^{r} J_i^{(n)}) W \). Denote a new map \( \psi : \mathcal{H}_n(F) \to \mathcal{H}_n(F) \) by \( \psi(Z) = \phi(W^t Z W) \) for all \( Z \in \mathcal{H}_n(F) \). Then, \( \psi \) is also a linear bijective map preserving rank 2. By Lemma 2.3, there exists a full-row rank matrix \( P \in M_{2\times n} \) such that \( \psi(\sum_{i=1}^{r} J_i^{(n)}) = Pt(\sum_{i=1}^{r} J_i^{(2\times n/2)}) P \), and hence \( \phi(A) = Pt(\sum_{i=1}^{r} J_i^{(2\times n/2)}) P \). This implies that \( \text{rank} \phi(A) = \text{rank} A \) for all nonzero \( A \in \mathcal{H}_n(F) \). Using the linearity and nonsingularity of \( \phi \) yields that, for any \( X_1, X_2 \in \mathcal{H}_n(F) \), \( \text{rank}(X_1 - X_2) = 2 \) if and only if \( \text{rank}(\phi(X_1) - \phi(X_2)) = 2 \).

By Theorem 1.1, \( \phi \) has one of the forms (1.1) or (1.2). Again, using the linearity of \( \phi \) completes the proof. \( \square \)

3. Linear maps preserving the max-rank

**Lemma 3.1.** Suppose \( F \) is any field and \( n \geq 4 \) is an integer. Let \( X, Y \in \mathcal{H}_n(F) \) with \( \text{rank} X = 2 \). Then, there exist matrices \( G \in \mathcal{H}_2(F) \) and \( P \in \text{GL}_n(F) \) such that

\[
PtXP = J_1^{(n)}, \quad PtYP = \begin{bmatrix}
G & O & H \\
O & D_1 & O \\
-H^t & O & O_{r\times r}
\end{bmatrix}, \quad (3.1)
\]

where \( r \) is a nonnegative integer and either \( D_1 \in \mathcal{H}_{n-2-r}(F) \) is nonsingular or \( D_1 \) vanishes.

**Proof.** Without loss of generality, we can assume that \( X = J_1^{(n)} \). Let \( Y = \begin{bmatrix} E & C \\ -C^t & D \end{bmatrix} \), where \( E \in \mathcal{H}_2(F) \). If \( D = O \), then the proof is complete by letting \( P = I \), \( G = E \), and \( H = C \). If \( D \neq O \), by (iii) in Section 1, we know that there exist matrices \( D_1 \in \mathcal{H}_{n-2-r}(F) \cap GL_{n-2-r}(F) \) and \( P_1 \in GL_{n-2}(F) \) such that \( P_1^t D P_1 = \text{diag}(D_1, O) \). Let \( P_2 = \text{diag}(I_2, P_1) \). Then,

\[
P_2^tXP_2 = J_1^{(n)}, \quad P_2^tYP_2 = \begin{bmatrix}
E & C_1 & H \\
-C_1^t & D_1 & O \\
-H^t & O & O_{r\times r}
\end{bmatrix}, \quad (3.2)
\]

where \( [C_1 H] = CP_1 \). Denote

\[
P = P_2 \begin{bmatrix}
I_2 & O & O \\
D_1^{-1}C_1^t & I & O \\
O & O & I_r
\end{bmatrix} \quad (3.3)
\]

and \( G = E + C_1 D_1^{-1}C_1^t \). Then, by (3.2), the proof is complete. \( \square \)
\textbf{Lemma 3.2.} Suppose $F$ is any field and $n \geq 4$ is an integer, $P^t Y P$ is of the form (3.1), where $P$ is in $GL_n(F)$ and $Y$ is in $\mathcal{H}_n(F)$. Then, $Y \in \mathcal{M} K_n(F)$ if and only if one of the following three conclusions holds:

(i) $\text{rank } H = 2$ and $r \in \{2, 3\}$,
(ii) $G = O$ and $r \in \{0, 1\}$,
(iii) $G = O$, $r = 1$, and $H \neq 0$.

\textbf{Proof.} The “if” part is obvious. Now we prove the “only if” part.

\textbf{Case 1.} Suppose $G \neq 0$. Then, $\det G \neq 0$ from $G \in \mathcal{H}_2(F)$, and hence $V^t Y V = \text{diag}(G, D_1, H^t G^{-1} H)$ for some $V \in GL_n(F)$. Using $Y \in \mathcal{M} K_n(F)$ yields either (i) or (ii).

\textbf{Case 2.} Suppose $G = O$. Then,

\[ P^t Y P = \begin{bmatrix} O & O & H \\ O & D_1 & O \\ -H^t & O & O_{r \times r} \end{bmatrix} \]

from (3.1). Using $Y \in \mathcal{M} K_n(F)$ yields either (i) or (iii).

The proof is completed. $\square$

\textbf{Lemma 3.3.} Suppose $n \geq 4$ is an integer, $F$ is any field except for $\{0, 1\}, \mu \in F \setminus \{0, 1\}$, and $O \neq X \in \mathcal{H}_n(F)$. Then, $\text{rank } X = 2$ if and only if $X + Y \in \mathcal{M} K_n(F)$ or $\mu X + Y \in \mathcal{M} K_n(F)$ for any $Y \in \mathcal{M} K_n(F)$.

\textbf{Proof.} We first prove the “if” part by the reduction absurdity. Assume that $\text{rank } X \neq 2$. Then, $\text{rank } X \geq 4$ from $O \neq X \in \mathcal{H}_n(F)$, and hence there exist matrices $X_1 \in \mathcal{H}_{n-4}(F)$ and $P \in GL_n(F)$ such that $X = P^t \text{diag}(J, J, X_1)P$ by (iii) in Section 1. Choosing $Y_0 = -P^t \text{diag}(\mu J, J, X_2)P \in \mathcal{M} K_n(F)$ yields that $X + Y_0 \notin \mathcal{M} K_n(F)$ and $\mu X + Y_0 \notin \mathcal{M} K_n(F)$, a contradiction. The proof of the “if” part is complete.

Now, we prove the “only if” part. For any $Y \in \mathcal{M} K_n(F)$, by Lemma 3.1, we can assume that (3.1) holds for some $P \in GL_n(F)$ and $G \in \mathcal{H}_2(F)$. Thus,

\[ \mu_0 X + Y = P^t \begin{bmatrix} G + \mu_0 J & O & H \\ O & D_1 & O \\ -H^t & O & O_{r \times r} \end{bmatrix} P, \quad \mu_0 \in \{1, \mu\}. \] (3.5)

Obviously, $G + \mu_1 J \neq O$ for some $\mu_1 \in \{1, \mu\}$. This, together with $G + \mu_1 J \in \mathcal{H}_2(F)$, implies that $\det(G + \mu_1 J) \neq 0$. Letting

\[ U = \begin{bmatrix} I_2 & O & -(G + \mu_1 J)^{-1} H \\ O & I & O \\ O & O & I_r \end{bmatrix} P \] (3.6)

and using (3.5), we have $\mu_1 X + Y = U^t \text{diag}(G + \mu_1 J, D_1, H^t (G + \mu_1 J)^{-1} H)U$. This, together with $Y \in \mathcal{M} K_n(F)$ and Lemma 3.2, implies $\mu_1 X + Y \in \mathcal{M} K_n(F)$. The proof of the “only if” part is complete. $\square$

\textbf{Theorem 3.4.} Suppose $n \geq 4$ is an integer and $F$ is any field except for $\{0, 1\}$. Then, $\phi : \mathcal{H}_n(F) \to \mathcal{H}_n(F)$ is a linear bijective map preserving the max-rank if and only if $\phi$ is of the form (2.11) or (2.12).
**Proof.** The proof of the sufficiency is omitted since it is easy. Now, we prove the necessity. Let \( \mu \in F \setminus \{0, 1\} \). For arbitrary but fixed \( A \in \mathcal{K}_n(F) \) with rank \( A = 2 \), we have from Lemma 3.3 that either \( A + B \in \mathcal{M}K_n(F) \) or \( \mu A + B \in \mathcal{M}K_n(F) \) for any \( B \in \mathcal{M}K_n(F) \). Using the definition of \( \phi \) yields either \( \phi(A) + \phi(B) \in \mathcal{M}K_n(F) \) or \( \phi(A) + \phi(B) \in \mathcal{M}K_n(F) \) for any \( \phi(B) \in \mathcal{M}K_n(F) \). By Lemma 3.3, we have either \( \phi(A) = O \) or rank \( \phi(A) = 2 \). This, together with the injectivity of \( \phi \), implies that rank \( \phi(A) = 2 \). Therefore, \( \phi \) is a linear bijective map on \( \mathcal{K}_n(F) \) preserving rank 2. By Theorem 2.4, we have completed the proof.

Theorem 3.4 generalizes those corresponding results in [4, 8].

4. Linear maps preserving the determinant and adjoint. It should be pointed out that when \( n \) is odd, all linear maps on \( \mathcal{K}_n(F) \) preserve the determinant, since the determinant of any matrix in \( \mathcal{K}_n(F) \) is equal to 0, and the adjoint of an alternate matrix may be nonalternate. For these reasons, we have to restrict \( n \) to be even in this section.

Now, we study the linear preservers of the determinant (resp., adjoint) on \( \mathcal{K}_n(F) \) using Theorem 3.4, where \( n \geq 4 \) is even. We first investigate the following theorem which generalizes the corresponding result in [6].

**Theorem 4.1.** Suppose \( F \) is any field except for \( \{0, 1\} \) and \( n \geq 4 \) is even. Then, \( \phi : \mathcal{K}_n(F) \to \mathcal{K}_n(F) \) is a linear map preserving the determinant if and only if \( \phi \) has one of the forms (2.11) or (2.12), where \( \delta^n(\det Q)^2 = 1 \).

**Proof.** The “if” part is obvious. Now, we prove the “only if” part. Firstly, we prove that \( \phi \) is bijective. It suffices to show that \( \phi \) is injective since \( \phi \) is linear. In fact, if \( \phi(A) = O \) for some \( A \in \mathcal{K}_n(F) \), then there exists a matrix \( B \in \mathcal{K}_n(F) \) satisfying \( \det(A + B) \neq 0 \) and

\[
\text{rank } A + \text{rank } B = n. \tag{4.1}
\]

Thus, \( \det B = \det \phi(B) = \det((\phi(A) + \phi(B)) = \det \phi(A + B) = \det(A + B) \neq 0 \). This, together with (4.1), implies rank \( A = 0 \), or equivalently, \( A = O \). Therefore, \( \phi \) is injective.

Secondly, noting that \( n \) is even, it follows from \( \det \phi(X) = \det X \) for all \( X \in \mathcal{K}_n(F) \) that \( \phi(\mathcal{M}K_n(F)) \subset \mathcal{M}K_n(F) \) and \( \phi(\mathcal{K}_n(F) \setminus \mathcal{M}K_n(F)) \subset \mathcal{K}_n(F) \setminus \mathcal{M}K_n(F) \).

Combining the above two aspects yields that \( \phi \) is a linear bijective map on \( \mathcal{K}_n(F) \) preserving the max-rank. By Theorem 3.4, \( \phi \) has one of the forms (2.11) or (2.12). Choosing \( X = \sum_{i=1}^{n/2} J_i^{(n)} \) yields \( \delta^n(\det Q)^2 = 1 \). The proof is complete.

In [1], Chan et al. characterize all nonzero linear maps on \( \mathcal{K}_n(F) \) preserving the adjoint when \( n \geq 4 \) is even and \( F \) is any infinite field of characteristic not 2. Now, we generalize the result to any field except for \( \{0, 1\} \).

**Theorem 4.2.** Let \( F \) be a field except for \( \{0, 1\} \) and \( n \geq 4 \) even. Then, \( \phi \) is a nonzero linear map on \( \mathcal{K}_n(F) \) preserving the adjoint if and only if there exist \( \lambda \in F^* \) and \( Q \in \text{GL}_n(F) \), which satisfy \( \lambda^{n-2} = 1 \) and \( Q^{-1} = \alpha Q^t \) for some \( \alpha \in F^* \), such that either

\[
\phi(X) = \lambda QXQ^{-1} \quad \forall X \in \mathcal{K}_n(F) \tag{4.2}
\]
or
\[ n = 4, \quad \phi(X) = \lambda Q X^* Q^{-1} \quad \forall X \in \mathcal{H}_4(F), \tag{4.3} \]
where \( X^* \) is defined by (1.3).

**Proof.** The “if” part is obvious. Now, we prove the “only if” part. Firstly, we prove
\[ \phi(\mathcal{H}_n(F) \setminus \mathcal{M}_n(F)) \subseteq \mathcal{H}_n(F) \setminus \mathcal{M}_n(F). \tag{4.4} \]

For any \( X \in \mathcal{H}_n(F) \setminus \mathcal{M}_n(F) \), by the fact \([A^{ad}] = (\det A)^{n-2} A\) for all \( A \in \mathcal{H}_n(F) \), we get \([\phi(X)^{ad}] = (\det \phi(X))^{n-2} \phi(X)\) and \(\phi((X^{ad})^{ad}) = \phi((\det X)^{n-2} X) = (\det X)^{n-2} \phi(X)\). This, together with \([\phi(X)^{ad}]^{ad} = \phi(X^{ad})^{ad} = \phi((X^{ad})^{ad})\), gives
\[ (\det \phi(X))^{n-2} \phi(X) = (\det X)^{n-2} \phi(X). \tag{4.5} \]

Using \( X \in \mathcal{H}_n(F) \setminus \mathcal{M}_n(F) \) gives \((\det \phi(X))^{n-2} \phi(X) = O\), and hence \( \phi(X) \in \mathcal{H}_n(F) \setminus \mathcal{M}_n(F) \). Therefore, (4.4) holds.

Secondly, we show that
\[ \phi(\mathcal{M}_n(F)) \subseteq \mathcal{M}_n(F). \tag{4.6} \]

For any \( A \in \mathcal{M}_n(F) \), it is clear that \( \det A \neq 0 \). If \( \phi(A) = O \), taking \( D \in \mathcal{H}_n(F) \) with rank \( D = 2 \) and \( \phi(D) \neq O \) (note that the existence of \( D \) follows from \( \phi \neq 0 \)), we have from (4.5) that \((\det(A + \mu D))^{n-2} = (\det \phi(A + \mu D))^{n-2} = (\det \phi(\mu D))^{n-2} = \mu^{n-2} (\det(\phi(D))^{n-2}\) for all \( \mu \in F^* \). This, together with (4.4) and \( D \in \mathcal{H}_n(F) \setminus \mathcal{M}_n(F) \), implies that \( \det(A + \mu D) = 0 \) for all \( \mu \in F^* \). Applying \( F \neq \{0, 1\} \), rank \( D = 2 \), and Lemma 3.3 to \( X = D \) and \( Y = A \), we obtain \( A \notin \mathcal{M}_n(F) \), a contradiction. Therefore, \( \phi(A) \neq O \).

By (4.5), we have \((\det \phi(A))^{n-2} = (\det A)^{n-2} = 0\), or equivalently, \(\det \phi(A) = 0\). Thus, \( \phi(A) \in \mathcal{M}_n(F) \).

Thirdly, we prove that \( \phi \) is bijective. It suffices to shows from the linearity of \( \phi \) that \( \phi \) is injective. This is proceeded by the reduction to absurdity. Suppose that \( \phi(A) = O \) for some nonzero \( A \in \mathcal{H}_n(F) \). Without loss of generality, we can assume that \( A = \text{diag}(J, A_1) \) for some \( A_1 \in \mathcal{H}_{n-2}(F) \). Denote \( B = \text{diag}(-J, J, ..., J) \). Then, \( \det B \neq 0 \) and \( \det(A + B) = 0 \).

Using (4.4) and (4.6) yields \( \det \phi(B) = 0 \) and \( \det \phi(A + B) = 0 \), which contradicts \( \phi(A) = O \).

Combining the above three aspects yields that \( \phi \) is a linear bijective map on \( \mathcal{H}_n(F) \) preserving the max-rank. By Theorem 3.4, \( \phi \) has one of the forms (2.11) or (2.12). For \( a \neq 0 \), take \( B_a = a J_{1}^{(n)} + \sum_{i=2}^{n} J_{i}^{(n)} \), it easy to see that \( B_a^{ad} = (a^2 - a)J_1^{(n)} - a^2 B_a \).

When \( \phi \) is of the form (2.11), that is, \( \phi(X) = \delta Q^T X Q \) for all \( X \in \mathcal{H}_n(F) \). Let \( QQ^T = Q_1 = [q_{ij}] \), where \( q_{ij} \in F \). Note that \( \phi(A) \phi(A)^{ad} = (\det \phi(A)) I_n \) for every \( A \in \mathcal{H}_n(F) \). This, together with \( f(B_a)^{ad} = f(B_a^{ad}) \), gives \( Q_1 B_a^{ad} Q_1 = \delta^{n-2} \det(Q_1) B_a^{ad} \). Thus, in a similar argument to that in [1, Theorem 4], we see that \( Q_1 J_{1}^{(n)} = \delta^{n-2} J_{1}^{(n)} Q_1^{ad} \). In general, we have
\[ Q_1 (E_{ij} - E_{ij}) = \delta^{n-2} (E_{ij} - E_{ij}) Q_1^{ad} \quad \forall i \neq j. \tag{4.7} \]
Note that $Q_1$ is symmetric, by (4.7) we have
\[ q_{si} = q_{sj} = 0 \quad \forall \, i, j \neq s, \quad q_{ii}q_{jj} - q_{ij}^2 = \delta^{n-2} \det Q_1. \] (4.8)

This gives $d \in F^*$ with $d^2 = \delta^{n-2} Q_1$ such that $Q_1 = dI_n$ and $(d\delta)^{n-2} = 1$. Hence, $\phi$ is of the first form in this theorem.

When $\phi$ is of the form (2.12), similarly, we obtain that $\phi$ is of the second form in this theorem. \hfill \Box

**Remark 4.3.** When $n = 4$, [1, Theorem 4] shows that the map
\[ f: \begin{bmatrix} 0 & x_{12} & x_{13} & x_{14} \\ -x_{12} & 0 & x_{23} & x_{24} \\ -x_{13} & -x_{23} & 0 & x_{34} \\ -x_{14} & -x_{24} & -x_{34} & 0 \end{bmatrix} \mapsto \begin{bmatrix} 0 & x_{34} & x_{24} & x_{23} \\ -x_{34} & 0 & x_{14} & x_{13} \\ -x_{24} & -x_{14} & 0 & x_{12} \\ -x_{23} & -x_{13} & -x_{12} & 0 \end{bmatrix} \] (4.9)

preserves adjoint matrices. However, it is easy to see that $f$ is one of the forms in Theorem 4.2 by choosing $Q = E_{14} + E_{23} + E_{32} + E_{41}$ and $\lambda = 1$.
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