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1. Introduction. The Painlevé equations were discovered by Painlevé and Gambier at the beginning of our century. They studied equations of the form

$$y'' = F(z, y, y')$$

without moveable singularities except poles. Here $F$ is rational in $y'$ and $y$ with coefficients locally analytic in $z$. Among fifty different types of equations of the form (1.1), there are six distinguished Painlevé equations (PI–PVI) which are not reducible to linear equations, Riccati equations, or equations whose solutions are elliptic functions. The detailed discussion can be found in [16], [12], or [15]. During the last thirty years there has been considerable interest in the Painlevé equations because of their importance in physical applications, for example, fluid dynamics, quantum spin systems, relativity, and so forth; see the monograph of Ablowitz and Segur [5]. For the survey on the Painlevé equations, see the article of Kruskal and Clarkson [26].

The general second Painlevé (PII) equation is given by

$$\frac{d^2 y}{dz^2} = 2y^3 + zy + b$$

(1.2)

with $b$ an arbitrary complex constant.

Equation (1.2) is connected with the Korteweg-de Vries equation, which is one of the well-known equations solvable by inverse scattering methods [6, 7, 19, 24, 27].

One of the main achievements in the theory of Painlevé equations is connection formulas, which were formally derived using the isomonodromy method [10, 20, 21, 22, 23, 28]. There are three approaches to justification of connection formulas. The first one is based on the independent local asymptotic analysis of the Painlevé equations [19]. The second approach, proposed by Kitaev [25], is based on the Brouwer fixed point theorem, and utilizes the solvability of the inverse monodromy problem. The third approach which has been developed by Deift and Zhou [8] is based on the direct asymptotic analysis of the relevant oscillatory Riemann-Hilbert (RH) problems. The rigorous methodology for studying the RH problems associated with certain nonlinear
ordinary differential equations in the case of Painlevé II and Painlevé IV and was introduced earlier by Fokas and Zhou [11]. The detailed discussion of all three approaches is given in the paper by Its et al. [18].

A remarkable recent survey by Its [17] gives a detailed discussion of the RH approach to different applications, including integrable systems, where nonlinear differential equations, including Painlevé equations, arise as a compatibility condition.

The method developed in this article allows to prove existence of pure imaginary solutions for the general second Painlevé equation and the differentiability of the obtained asymptotics, which is very important for applications. If one can prove existence of local asymptotics and obtain those, then the proof of global asymptotics and connection formulas can be simplified dramatically [19]. This proof does not use the isomonodromy method. Moreover, a method of the article can be extended to a more general (nonintegrable) type of nonlinearity [1, 2, 3].

The structure of the paper is as follows. In the introduction we formulate the main result. Section 2.1 discusses a phase of WKB solution. Section 2.2 is devoted to the proof of the main result. All the auxiliary results can be found in the appendix.

We will consider a case of (1.2) with $b = i\alpha$, $\alpha \in \mathbb{R}$, for the real values of $x$:

$$\frac{d^2y}{dx^2} = 2y^3 + xy + i\alpha. \quad (1.3)$$

The following is the main theorem of the paper.

**Theorem 1.1.** There exists a two-parametric family $y(x; \beta, c_0)$ of solutions of (1.3) such that the following asymptotics hold as $x \to \infty$:

$$y(x; \beta, c_0) = \pm i \sqrt{\frac{\alpha}{2}} + i\beta(2x)^{-1/4} \sin \varphi_0(x) + O(x^{-1}), \quad (1.4)$$

$$\varphi_0(x) = \frac{2\sqrt{2}x^{3/2}}{3} + \frac{3}{2} \alpha \ln x - \frac{3}{2} \beta^2 \ln x + c_0 + O(x^{-3/2}) \quad (1.5)$$

($c_0$ and $\beta$ are arbitrary constants). These asymptotics are infinitely differentiable, for example,

$$y'(x; \beta, c_0) = i\beta(2x)^{1/4} \cos \varphi_0(x) + O(x^{-1/2}). \quad (1.6)$$

**Remark 1.2.** There are two values of $\beta$ for which the remainder in formula (1.4) will have the order $O(x^{-1} \ln x)$. See Lemmas 2.1 and 2.2.

**Remark 1.3.** The structure of the asymptotic formula (1.4) is as follows. The term $\pm i \sqrt{\alpha/2}$ is the asymptotic behavior of two roots of the polynomial equation

$$2y^3 + xy + i\alpha = 0 \quad (1.7)$$

as $x \to \infty$. The phase $\varphi_0(x)$ of the second term $i\beta(2x)^{-1/4} \sin \varphi_0(x)$ consists of two parts: $2\sqrt{2}x^{3/2}/3 + (3/2)\alpha \ln x$ and $-(3/2)\beta^2 \ln x$. The first part of the phase $\varphi_0(x)$,

$$\frac{2\sqrt{2}x^{3/2}}{3} + \frac{3}{2} \alpha \ln x, \quad (1.8)$$
results from WKB approximation for linear equation

\[ u''(x) + Q(x)u = 0, \]  

(1.9)

where \( Q(x) \) is given by formula (2.8) as \( x \to \infty \). The second part of the phase \( \varphi_0(x) \),

\[ -\frac{3}{2} \beta^2 \ln x, \]  

(1.10)

is obtained as a result of nonlinearity of (2.7).

**Remark 1.4.** Formulas (1.4) and (1.5) are the special case of [24, formula (26)] (the proof is not published) and coincide with [18, formula (1.12)] when \( \alpha = 0 \). Much stronger results concerning global behavior of solutions of PII were obtained by Its et al. [18], and by Deift and Zhou [8], using the isomonodromy method and RH method, respectively.

**Remark 1.5.** See also an excellent paper of Hastings and McLeod [14], which has simple and elegant proof of the asymptotic formulas for real solutions of the second Painlevé equation.

The method used in this paper is a further development of the method used in [1, 2, 3, 4] for the second, third, and fourth Painlevé equations, respectively.

### 2. Main part

#### 2.1. Heuristic considerations. Stability near parabola \( w = i\sqrt{x/2} \).

We consider a second Painlevé equation given by

\[ \gamma'' = xy + 2y^3 + i\alpha \]  

(2.1)
as \( x \to \infty \). The substitution

\[ \gamma(x) = -i\frac{\alpha}{x} + w(x) \]  

(2.2)
leads to

\[ w'' = P(w, x), \]  

(2.3)
where

\[ P(x, w) = 2w^3 - 6i\frac{\alpha}{x}w^2 + \left(x - 6\frac{\alpha^2}{x^2}\right)w + 2i\frac{\alpha}{x^3}(1 + \alpha^2). \]  

(2.4)
The right-hand side of (2.3) is a polynomial in \( w \) with three roots:

\[ w_1(x) \to 0, \quad w_2(x) \to i\frac{\sqrt{x}}{2} + \frac{3}{2}i\alpha x^{-1} + O(x^{-5/2}), \]

\[ w_3(x) = -i\frac{\sqrt{x}}{2} + \frac{3}{2}i\alpha x^{-1} + O(x^{-5/2}) \]  

(2.5)
as \( x \to \infty \).
We will study stability of solutions only near parabola \( w = i\sqrt{x^2/2} \); the stability of solutions near parabola \( w = -i\sqrt{x^2/2} \) can be studied exactly the same way. The main theorem is formulated for both cases.

After the substitution

\[
w(x) = w_2(x) + u(x),
\]

equation (2.3) becomes

\[
u''(x) + Q(x)u = g_0(x) + g_1(x)u^2 + g_2(x)u^3,
\]

where

\[
Q(x) = 2x + \frac{6\alpha}{\sqrt{2}} x^{-1/2} + O(x^{-2}), \quad g_0(x) = \frac{i}{4\sqrt{2}} x^{-3/2} + O(x^{-3}),
\]

\[
g_1(x) = \frac{6i}{\sqrt{2}} x^{1/2} + 3i\alpha x^{-1} + O(x^{-5/2}), \quad g_2(x) = 2, \quad \text{as } x \to \infty.
\]

Below we will seek a solution of (2.7) in the form of (2.9) and (2.10):

\[
w(x) = Ax^{-1/4} \sin \phi(x) + Bx^{-1} \cos 2\phi(x) + Cx^{-1},
\]

where \( A = 2^{-1/4}i\beta, B, C, \) and \( \beta \) are some constants,

\[
\phi(x) = \frac{2\sqrt{2}}{3} x^{3/2} + \frac{3\alpha}{2} \ln x + \psi(x),
\]

where

\[
\psi'(x) = \frac{f(\phi(x))}{x^y}, \quad \frac{1}{2} + y > 0,
\]

\( y \) is a constant and \( f(\phi(x)) \) is some function differentiable and bounded on \( (x_0, \infty) \).

After substituting (2.9) and (2.10) into (2.7) and taking into account (2.11), we get

\[
\frac{5}{16} Ax^{-9/4} \sin \phi + \sqrt{2} A (f' \phi \cos \phi - 2 f \phi \sin \phi) x^{1/4-\gamma}
+ A f \left( f' \phi \cos \phi - f \phi \sin \phi \right) x^{-1/4-2\gamma} - \left( \frac{1}{2} + \gamma \right) A f \phi \cos \phi x^{-5/4-\gamma}
+ \frac{3}{2} \cdot \sqrt{2} B \sin 2\phi x^{-3/2} - 2 \sqrt{2} B \left( f' \phi \sin 2\phi + 4 f \phi \cos 2\phi \right) x^{-1-\gamma}
- 6B \cos 2\phi + 2C + \frac{6\alpha}{\sqrt{2}} Bx^{-3/2} \cos 2\phi + \frac{6\alpha}{\sqrt{2}} C x^{-3/2}
= \frac{6i}{\sqrt{2}} A^2 \sin^2 \phi + \frac{12i}{\sqrt{2}} A B x^{-3/4} \sin \phi \cos 2\phi + \frac{12i}{\sqrt{2}} A C x^{-3/4} \sin \phi
+ 2A^2 x^{-3/4} \sin^3 \phi + O(x^{-3/2}).
\]
Equalizing constant terms will get

$$2C - 6B \cos 2\phi = \frac{6i}{\sqrt{2}} A^2 \sin^2 \phi,$$

or

$$C = \frac{3i}{2\sqrt{2}} A^2, \quad B = \frac{i}{2\sqrt{2}} A^2. \quad (2.14)$$

Since the highest power of \( x \) in the left-hand side is equal to \( 1/4 - \gamma \) and the power of \( x \) in the right-hand side equals \(-3/4\), we have \( 1/4 - \gamma = -3/4 \) whence \( \gamma = 1 \). Therefore, discarding the terms of the order \( O(x^{-3/2}) \) and higher, and replacing \( \phi \) by \( \varphi_0 \), we obtain the equation

$$f'_{\varphi_0} \cos \varphi_0 - 2 f \sin \varphi_0 = 6iB \sin \varphi_0 \cos 2\varphi_0 + 6iC \sin \varphi_0 + \sqrt{2} A^2 \sin^3 \varphi_0 \quad (2.15)$$

or

$$f'_{\varphi_0} \cos \varphi_0 - 2 f \sin \varphi_0 = C_1 \sin \varphi_0 + C_2 \sin^3 \varphi_0, \quad (2.16)$$

where

$$C_1 = -\frac{12}{\sqrt{2}} A^2 = 6\beta^2, \quad C_2 = \frac{8}{\sqrt{2}} A^2 = -4\beta^2, \quad (2.17)$$

whose all bounded solutions according to Lemma A.1 are given by the formula

$$f(\varphi_0) = -\frac{3}{2} \beta^2 - \frac{1}{2} \beta^2 \cos 2\varphi_0. \quad (2.18)$$

From (2.18), (2.10), and (2.11), we obtain the integral equation

$$\varphi_0(x) = \frac{2\sqrt{2}}{3} x^{3/2} + \frac{3}{2} \alpha \ln x - \frac{3}{2} \beta^2 \ln x + c_0 - \frac{\beta^2}{2} \int_{\infty}^{x} \frac{\cos 2\varphi(t)}{t} dt, \quad (2.19)$$

where \( c_0 \) is a some constant. According to Lemma A.3 there exists the unique smooth solution of the integral equation (2.19) and that solution has the form

$$\varphi_0(x) = \frac{2\sqrt{2}}{3} x^{3/2} + \frac{3}{2} \alpha \ln x - \frac{3}{2} \beta^2 \ln x + c_0 + O(x^{-3/2}), \quad (2.20)$$

$$\varphi'_0(x) = \sqrt{2} x^{1/2} + O(x^{-1}). \quad (2.21)$$

2.2. Asymptotics of solutions of the second Painlevé equation. We will seek the solutions of (2.7) in the form

$$u(x) = u_0(x) + w(x), \quad (2.22)$$
where \( u_0(x) = i(2x)^{-1/4}\beta \sin \varphi_0(x) \) and \( \varphi_0(x) \) is the solution of the integral equation (2.18). Then (2.6) takes the form

\[
w''(x) + F(x)w = f_0(x) + f_1(x)w^2 + f_2(x)w^3, \tag{2.23}
\]

where

\[
F(x) = 2x + 6\sqrt{2}x^{1/4}\sin \varphi_0(x) + \frac{3\sqrt{2}}{2} \beta^2 (1 - \cos 2\varphi_0(x))x^{-1/2},
\]

\[
f_0(x) = -\frac{3i\beta^2}{2} (1 - \cos 2\varphi_0(x)) + O(x^{-3/2}),
\]

\[
f_1(x) = 6i \sqrt{\frac{x}{2}} + 6i(2x)^{-1/4}\beta \sin \varphi_0(x),
\]

\[
f_2(x) = 2 \quad \text{as} \quad x \to \infty.
\]

We need the following two lemmas.

**Lemma 2.1.** The equation

\[
y'' + F(x)y = 0, \tag{2.25}
\]

where \( F(x) \) is defined by (2.24), has a fundamental system of solutions \( \{y_1(x), y_2(x)\} \) of the form

\[
y_1(x) = x^{-1/4+\rho} \left[ -\cos(t + 2\psi - \theta) + \sin t + O(x^{-3/2}) \right],
\]

\[
y_1'(x) = x^{-1/4+\rho} \left[ \sin(t + 2\psi - \theta) + \cos t + O(x^{-3/2}) \right],
\]

\[
y_2(x) = x^{-1/4-\rho} \left[ \cos(t + 2\psi + \theta) + \sin t + O(x^{-3/2}) \right],
\]

\[
y_2'(x) = x^{-1/4-\rho} \left[ -\sin(t + 2\psi + \theta) + \cos t + O(x^{-3/2}) \right]
\]

as \( x \to \infty \). Here

\[
t = \frac{2\sqrt{2}}{3} x^{3/2} + a_0\beta^2 \ln x + c_0 + O(x^{-3/4}),
\]

\[
t + 2\psi = \frac{2\sqrt{2}}{3} x^{3/2} + a_1\beta^2 \ln x + c_1 + O(x^{-3/4}), \tag{2.27}
\]

\[
\rho = a_2 \sqrt{\frac{5}{24}} > 0, \quad \theta = \arctan \frac{2}{\sqrt{3}}, \quad 0 < \theta < \frac{\pi}{2},
\]

\( a_0, a_1, c_0, c_1 \) are some constants.

**Lemma 2.2.** There exists a solution \( y_0(x) \) of the equation

\[
y'' + F(x)y = f_0(x), \tag{2.28}
\]

where \( F(x) \) and \( f_0(x) \) are defined by (2.24), such that \( y_0(x) = O(x^{-1}) \), \( y_0'(x) = O(x^{-1}) \) when \( \rho \neq 3/4 \) and \( y_0(x) = O(x^{-1} \ln x), \ y_0'(x) = O(x^{-1} \ln x) \) when \( \rho = 3/4 \) as \( x \to \infty \).
Proof of Theorem 1.1. The integral equation that corresponds to the differential equation (2.23) has the form
\[
\begin{align*}
& w(x) = y_0(x) + cy_1(x) \int_x^\infty y_2(\tau) \left[ f_1(\tau) w^2 + f_2(\tau) w^3 \right] d\tau \\
& \quad - cy_2(x) \left[ \int_{x_1}^x y_1(\tau) f_1(\tau) w^2 d\tau + \int_{x_2}^x y_1(\tau) f_2(\tau) w^3 d\tau \right],
\end{align*}
\]  
(2.29)
where \( c \) is some constant. By the substitution \( w(x) = x^{-1} z(x) \), we get
\[
\begin{align*}
& z(x) = z_0(x) + cxy_1(x) \int_x^\infty y_2(\tau) \left[ f_1(\tau) \tau^{-2} z^2 + f_2(\tau) \tau^{-3} z^3 \right] d\tau \\
& \quad - cy_2(x) \left[ \int_{x_1}^x y_1(\tau) f_1(\tau) \tau^{-2} z^2 d\tau + \int_{x_2}^x y_1(\tau) f_2(\tau) \tau^{-3} z^3 d\tau \right].
\end{align*}
\]  
(2.30)
Here \( z_0(x) = xy_0(x) \). From now on we will assume that \( \rho \) does not equal 3/4. Due to Lemma 2.2 it follows that if \( x_1 \geq x_0 > 0 \), then \( |z_0| \leq b_0 \) and \( |z'_0| \leq b_0 \), where \( b_0 \) is some positive constant. We are going to show the existence of a solution of (2.30) by the method of successive approximations. We rewrite (2.30) in the form
\[
z(x) = z_0(x) + K(x,z),
\]  
(2.31)
where \( K(x,z) \) is the integral operator
\[
\begin{align*}
& K(x,z) = cxy_1(x) \int_x^\infty y_2(\tau) \left[ f_1(\tau) \tau^{-2} z^2 + f_2(\tau) \tau^{-3} z^3 \right] d\tau \\
& \quad - cy_2(x) \left[ \int_{x_1}^x y_1(\tau) f_1(\tau) \tau^{-2} z^2 d\tau + \int_{x_2}^x y_1(\tau) f_2(\tau) \tau^{-3} z^3 d\tau \right].
\end{align*}
\]  
(2.32)
According to the method of successive approximations, we define
\[
\begin{align*}
& z_{-1}(x) = 0, \\
& z_0(x) = z_0(x), \\
& z_n(x) = z_0(x) + K(x,z_{n-1}(x)), \quad n = 1,2,\ldots,
\end{align*}
\]  
(2.33)
Then
\[
\begin{align*}
& z_1(x) - z_0(x) = K(x,z_0(x)),
\end{align*}
\]  
(2.34)
where
\[
\begin{align*}
& K(x,z_0(x)) = cxy_1(x) \int_x^\infty y_2(\tau) \left[ f_1(\tau) \tau^{-2} z_0^2 + f_2(\tau) \tau^{-3} z_0^3 \right] d\tau \\
& \quad - cy_2(x) \left[ \int_{x_1}^x y_1(\tau) f_1(\tau) \tau^{-2} z_0^2 d\tau + \int_{x_2}^x y_1(\tau) f_2(\tau) \tau^{-3} z_0^3 d\tau \right].
\end{align*}
\]  
(2.35)
We note that the order of the integral operator \( K(x,z) \) is equal to the order of its first term. To find the order of the first term we use integration by parts, taking into account that
\[
f_1'(x) = 6 \sqrt{2} i x^{1/4} \beta \cos \varphi_0(x) + O(x^{-1/2})
\]  
(2.36)
and, utilizing formulas (2.24) and (2.26), we get

\[
\begin{align*}
&cxy_1(x) \int_x^\infty y_2(\tau) f_1(\tau) \tau^{-2} z_0^2 d\tau \\
&= cxy_1(x) \int_x^\infty \tau^{-9/4-\rho} \left[ \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) \\
&\quad + \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) \right] f_1(\tau) \tau^{-2} z_0^2 d\tau \\
&= O(x^{-3/2})
\end{align*}
\]

\[
\begin{align*}
&-cxy_1(x) \int_x^\infty \frac{1}{\sqrt{2}} \left[ \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) \\
&\quad - \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) \right] \frac{d}{d\tau} [f_1(\tau) \tau^{-11/4-\rho} z_0^2(\tau)] d\tau
\end{align*}
\]

\[
\begin{align*}
&= O(x^{-3/2})
\end{align*}
\]

\[
\begin{align*}
&-cxy_1(x) \int_x^\infty \left( -\frac{11}{4} - \rho \right) \tau^{-15/4-\rho} f_1(\tau) z_0^2(\tau) \\
&\quad \times \frac{1}{\sqrt{2}} \left[ \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) \\
&\quad - \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) \right] d\tau
\end{align*}
\]

\[
\begin{align*}
&-cxy_1(x) \int_x^\infty \tau^{-11/4-\rho} \\
&\quad \times \frac{1}{\sqrt{2}} \left[ \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) \\
&\quad - \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) \right] \frac{d}{d\tau} [f_1(\tau) z_0^2(\tau)] d\tau.
\end{align*}
\]

Since

\[
\left| \frac{1}{\sqrt{2}} \frac{d}{d\tau} [f_1(\tau) z_0^2(\tau)] \right| = \left| \frac{1}{\sqrt{2}} \left[ f_1'(\tau) z_0^2(\tau) + f_1(\tau) 2 z_0(\tau) z_0'(\tau) \right] \right| \\
\leq 6 \left[ O(\tau^{-1/4}) + 1 \right] b_0^2 \tau^{-1/2} < 7 b_0^2 \tau^{1/2},
\]

then the absolute value of the above term is less than

\[
\frac{56c}{5+4\rho} b_0^2 x^{-1/2}.
\]

Similarly

\[
\left| cxy_2(x) \int_x^\infty y_1(\tau) f_1(\tau) \tau^{-2} z_0^2 d\tau \right| \leq \frac{56c}{5+4\rho} b_0^2 x^{-1/2}.
\]
Here $x_1 = \infty$ if the corresponding integral $\int_x^{\infty} y_1(\tau)f_1(\tau)\tau^{-2}d\tau < \infty$ and $x_1 = x_0$ if this integral is divergent. The orders of the other terms are higher than $O(x^{-1/2})$. Therefore

$$|z_1(x) - z_0(x)| \leq qx^{-1/2}, \quad |z_1(x)| \leq b_0 + qx^{-1/2}, \quad q = \frac{56c}{5 + 4\rho}b_0^2. \quad (2.41a)$$

Similarly, one can show that

$$|z'_1(x) - z'_0(x)| \leq qx^{-1/2}, \quad |z'_1(x)| \leq b_0 + qx^{-1/2} \quad (2.41b)$$

with the same $q$. We show by induction that

$$|z_n(x) - z_{n-1}(x)| \leq \frac{k}{\sqrt{x}} \left| \left| z_{n-1}(x) - z_{n-2}(x) \right| + \left| z'_{n-1}(x) - z'_{n-2}(x) \right| \right|, \quad (2.42a)$$

$$|z'_n(x) - z'_{n-1}(x)| \leq \frac{k}{\sqrt{x}} \left| \left| z_{n-1}(x) - z_{n-2}(x) \right| + \left| z'_{n-1}(x) - z'_{n-2}(x) \right| \right|, \quad (2.42b)$$

and also

$$|z_n(x) - z_{n-1}(x)| \leq \frac{q}{\sqrt{x}} \left( \frac{2k}{\sqrt{x}} \right)^{n-1}, \quad |z'_n(x) - z'_{n-1}(x)| \leq \frac{q}{\sqrt{x}} \left( \frac{2k}{\sqrt{x}} \right)^{n-1}, \quad (2.43a)$$

$$|z_n(x)| \leq b_0 + \frac{q}{\sqrt{x}} \left( \frac{1 - (2k/\sqrt{x})^n}{1 - 2k/\sqrt{x}} \right), \quad |z'_n(x)| \leq b_0 + \frac{q}{\sqrt{x}} \left( \frac{1 - (2k/\sqrt{x})^n}{1 - 2k/\sqrt{x}} \right), \quad (2.43b)$$

for $n \geq 1$ with $k \equiv (72/(5 + 4\rho))b_0c$. Formulas (2.43) follow from (2.42) using (2.41). Formulas (2.42) and (2.43) are true for $n = 1$. We assume that they are true for $n$ and will prove them for $(n + 1)$. Indeed,

$$|z_{n+1}(x) - z_n(x)| = K(x, z_n(x)) - K(x, z_{n-1}(x)), \quad (2.44)$$

where

$$K(x, z_n(x)) - K(x, z_{n-1}(x))$$

$$= cx y_1(x) \int_x^{\infty} y_2(\tau)f_1(\tau)\tau^{-2}(z_n(\tau) - z_{n-1}(\tau))(z_n(\tau) + z_{n-1}(\tau))d\tau$$

$$- cx y_2(x) \int_{x_1}^{\infty} y_1(\tau)f_1(\tau)\tau^{-2}(z_n(\tau) - z_{n-1}(\tau))(z_n(\tau) + z_{n-1}(\tau))d\tau + O(x^{-3/2}). \quad (2.45)$$
To find the order of the first term on the right-hand side of (2.45) we integrate by parts and see that the term equals

\[ cxy_1(x) \int_{\infty}^{x} y_2(\tau) f_1(\tau) \tau^{-2} (z_n^2(\tau) - z_{n-1}^2(\tau)) \, d\tau \]

\[ = cxy_1(x) \int_{\infty}^{x} \tau^{-1/4-\rho} \left[ \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) \right. \]
\[ + \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) \left] f_1(\tau) \tau^{-2} (z_n^2(\tau) - z_{n-1}^2(\tau)) \, d\tau \]

\[ = O(x^{-3/2}) (z_n(x) - z_{n-1}(x)) (z_n(x) + z_{n-1}(x)) \]
\[ + cxy_1(x) \int_{\infty}^{x} \frac{1}{\sqrt{2}} \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) \frac{d}{d\tau} \left[ f_1(\tau) (z_n^2(\tau) - z_{n-1}^2(\tau)) \right] d\tau \]
\[ - cxy_1(x) \int_{\infty}^{x} \frac{1}{\sqrt{2}} \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) \frac{d}{d\tau} \left[ f_1(\tau) (z_n^2(\tau) - z_{n-1}^2(\tau)) \right] d\tau \]
\[ = O(x^{-3/2}) (z_n(x) - z_{n-1}(x)) (z_n(x) + z_{n-1}(x)) \]
\[ + cxy_1(x) \int_{\infty}^{x} \frac{(11/4-\rho)}{\sqrt{2}} \tau^{-5/4-\rho} \]
\[ \times \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) f_1(\tau) (z_n^2(\tau) - z_{n-1}^2(\tau)) \, d\tau \]
\[ - cxy_1(x) \int_{\infty}^{x} \frac{(11/4-\rho)}{\sqrt{2}} \tau^{-5/4-\rho} \]
\[ \times \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) f_1(\tau) (z_n^2(\tau) - z_{n-1}^2(\tau)) \, d\tau \]
\[ + cxy_1(x) \int_{\infty}^{x} \frac{1}{\sqrt{2}} \tau^{-11/4-\rho} \]
\[ \times \sin \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_1 \beta^2 \ln \tau + c_1 \right) \frac{d}{d\tau} \left[ f_1(\tau) (z_n^2(\tau) - z_{n-1}^2(\tau)) \right] d\tau \]
\[ - cxy_1(x) \int_{\infty}^{x} \frac{1}{\sqrt{2}} \tau^{-11/4-\rho} \]
\[ \times \cos \left( \frac{2\sqrt{2}}{3} \tau^{3/2} + \alpha_0 \beta^2 \ln \tau + c_0 \right) \frac{d}{d\tau} \left[ f_1(\tau) (z_n^2(\tau) - z_{n-1}^2(\tau)) \right] d\tau. \]

(2.46)

Since

\[ \frac{d}{d\tau} \left[ f_1(\tau) (z_n(\tau) - z_{n-1}(\tau)) (z_n(\tau) + z_{n-1}(\tau)) \right] \]
\[ = f_1'(\tau) (z_n(\tau) - z_{n-1}(\tau)) (z_n(\tau) + z_{n-1}(\tau)) \]
\[ + f_1(\tau) (z_n'(\tau) - z_{n-1}'(\tau)) (z_n(\tau) + z_{n-1}(\tau)) \]
\[ + f_1(\tau) (z_n(\tau) - z_{n-1}(\tau)) (z_n'(\tau) + z_{n-1}'(\tau)), \]

(2.47)
then
\[
\left| \frac{1}{\sqrt{2}} \frac{d}{d\tau} \left[ f_1(\tau) \left( z_n^2(\tau) - z_{n-1}^2(\tau) \right) \right] \right| \leq 18b_0 \tau^{1/2} \left\{ \left| z_n(\tau) - z_{n-1}(\tau) \right| + \left| (z'_n(\tau) - z'_{n-1}(\tau)) \right| \right\}.
\] (2.48)

Therefore the absolute value of the whole expression (2.45) is less than
\[
\frac{k}{\sqrt{X}} \left( \left| z_n(x) - z_{n-1}(x) \right| + \left| (z'_n(x) - z'_{n-1}(x)) \right| \right),
\] (2.49)

and also taking into account (2.43a) we get
\[
\left| z_{n+1}(x) \right| \leq \left| z_{n+1}(x) - z_n(x) \right| + \left| z_n(x) \right| \leq \frac{q}{\sqrt{X}} \left( \frac{2k}{\sqrt{X}} \right)^n + b_0 + \frac{q}{\sqrt{X}} \frac{1 - (2k/\sqrt{X})^n}{1 - 2k/\sqrt{X}}
\] (2.50)

Similarly,
\[
z'_{n+1}(x) - z'_n(x) = cx y'_1(x) \int_{\tau}^{x} y'_2(\tau) f_1(\tau) \tau^{-2} \left( z_n(\tau) - z_{n-1}(\tau) \right) \left( z_n(\tau) + z_{n-1}(\tau) \right) d\tau
- cx y'_2(x) \int_{x_1}^{x} y_1(\tau) f_1(\tau) \tau^{-2} \left( z_n(\tau) - z_{n-1}(\tau) \right) \left( z_n(\tau) + z_{n-1}(\tau) \right) d\tau + O(x^{-3/2}).
\] (2.51)

So
\[
\left| z'_{n+1}(x) - z'_n(x) \right| \leq \frac{k}{\sqrt{X}} \left( \left| z_n(x) - z_{n-1}(x) \right| + \left| (z'_n(x) - z'_{n-1}(x)) \right| \right),
\] (2.52)

and also taking into account (2.43b) we get
\[
\left| z'_{n+1}(x) \right| \leq \left| z'_{n+1}(x) - z'_n(x) \right| + \left| z'_n(x) \right| \leq b_0 + \frac{q}{\sqrt{X}} \frac{1 - (2k/\sqrt{X})^{n+1}}{1 - 2k/\sqrt{X}}.
\] (2.53)

This completes the proof of (2.42) and (2.43) by induction. Now one can show that
\[
\left| z(x) \right| = \left| z_0(x) + (z_1(x) - z_0(x)) + \cdots + (z_n(x) - z_{n-1}(x)) + \cdots \right| \leq b_0 + \frac{q}{\sqrt{X}} \sum_{n=0}^{\infty} (2k/\sqrt{X})^n = b_0 + \frac{q}{\sqrt{X}} \frac{1}{1 - 2k/\sqrt{X}} < 2b_0,
\] (2.54)

and similarly
\[
\left| z'(x) \right| = \left| z'_0(x) + (z'_1(x) - z'_0(x)) + \cdots + (z'_n(x) - z'_{n-1}(x)) + \cdots \right| \leq b_0 + \frac{q}{\sqrt{X}} \sum_{n=0}^{\infty} (2k/\sqrt{X})^n = b_0 + \frac{q}{\sqrt{X}} \frac{1}{1 - 2k/\sqrt{X}} < 2b_0.
\] (2.55)
therefore \( \{z_n(x)\} \) is a fundamental in \( C^1[x_0, \infty) \) and partial sums \( \{z_n(x)\} \) uniformly converge to \( z(x) \) and \( z'(x) \), respectively. Thus we proved that \( z(x) = z_0(x) + O(x^{-1/2}) \) and \( z'(x) = z_0'(x) + O(x^{-1/2}) \), or \( w(x) = O(x^{-1}) \) and \( w'(x) = O(x^{-1}) \). Now from formulas (2.22), (2.19), and (2.20) we will get the statement of the main theorem. 

**Remark 2.3.** If \( \rho = 3/4 \), then \( w(x) = O(x^{-1} \ln x) \) and \( w'(x) = O(x^{-1} \ln x) \).

**Appendix.** We consider the following first-order linear ordinary differential equation:

\[
\frac{df}{d\varphi} \cos \varphi - 2f \sin \varphi = a_0 d^{k-1} \sin^k \varphi, \tag{A.1}
\]

where \( 0 \leq \varphi < \infty \), \( a_0 \), \( d \) are some constants and integer \( k \geq 1 \).

**Lemma A.1.** Equation (A.1) has bounded solutions if and only if \( k \) is odd, \( k = 2s + 1 \), \( s = 1, 2, \ldots \). All bounded solutions are given by the formulas

\[
f(\varphi) = T A_s + T \sum_{j=1}^{s} c_j \cos(2j\varphi), \quad T \equiv \frac{a_0 d^{2s}}{2s + 2}, \tag{A.2}
\]

where

\[
A_s = \sum_{m=1}^{s} (-1)^{m+1} 2^{-2m} C(s+1,m+1)C(2m,m) - C(s+1,1), \tag{A.3}
\]

\[
c_j = \sum_{m=j}^{s} (-1)^{m+1} 2^{-2m+1} C(s+1,m+1)C(2m,m-j).
\]

**Proof.** The general solution of (A.1) has the form

\[
f(\varphi) = C \cos^2 \varphi + \frac{a_0 d^{k-1}}{k+1} \sin^{k+1} \varphi \cos^2 \varphi. \tag{A.4}
\]

The function \( f(\varphi) \) is bounded for all \( \varphi \) if and only if \( k = 2s + 1 \), \( s = 1, 2, \ldots \), and \( C + T = 0 \). In this case,

\[
f(\varphi) = (C + T) \cos^2 \varphi + T \sum_{n=1}^{s+1} (-1)^n C(s+1,n) \cos^{2(n-1)} \varphi. \tag{A.5}
\]

Therefore

\[
f(\varphi) = -C(s+1,1)T + T \sum_{m=1}^{s} (-1)^{m+1} C(s+1,m+1) \cos^{2m} \varphi. \tag{A.6}
\]

Since

\[
\cos^{2m} \varphi = 2^{-2m+1} \sum_{j=0}^{m-1} \cos(2m-j) \varphi + 2^{-2m} C(2m,m), \tag{A.7}
\]

then formulas (A.2) and (A.3) follow. \qed
We consider the following initial value problem on $\mathbb{R}_+ = (0, \infty)$:

$$\frac{d\varphi}{dx} = f'(x) + b \frac{\cos \varphi(x)}{x^\gamma},$$  \hspace{1cm} (A.8)

$$\varphi(x_0) = \varphi_0,$$  \hspace{1cm} (A.9)

where $f(x)$ is from the $C^\infty[x_0, \infty)$ class and $b, \gamma$ are constants.

**Lemma A.2.** If the function $f(x)$ in (A.8) meets the asymptotics

$$f^{(m)}(x) \sim (x^{\alpha/2 + 1})^{(m)} \text{ as } x \to \infty$$  \hspace{1cm} (A.10)

for $m = 0, 1, 2, \ldots$, where $\alpha$ is a constant such that $\alpha/2 + 1 > 0, \alpha/2 + \gamma > 0, \gamma > 1/2 - \alpha/4$, then for $x_0 > 0$ there exists the unique solution $\varphi(x) \in C^\infty[x_0, \infty)$ of the initial value problem (A.8)–(A.9).

**Proof.** After the following change of variables:

$$t = \frac{1}{\alpha/2 + 1} x^{\alpha/2 + 1}, \quad h = x^{-\alpha/2} \varphi,$$  \hspace{1cm} (A.11)

the problem (A.8)–(A.9) takes the form

$$h'(t) = F(t, h(t)), \quad h(t_0) = h_0.$$  \hspace{1cm} (A.12)

Since $f'(x) \sim (\alpha/2 + 1)x^{\alpha/2}$ for large $x$, then

$$F(t, h) = -\beta \frac{h}{t} + b \frac{\cos \left[\left((\alpha/2 + 1)t\right)^\beta h\right]}{\left((\alpha/2 + 1)t\right)^\gamma} + O(t^{-\beta}),$$  \hspace{1cm} (A.13)

where

$$\beta = \frac{\alpha}{\alpha + 2}, \quad \nu = \frac{2\alpha + 2\gamma}{\alpha + 2}.$$  \hspace{1cm} (A.14)

The derivative of $F(t, h)$ with respect to $h$ is

$$\frac{\partial F}{\partial h} \sim -\frac{\beta}{t} - b \frac{\sin \left[\left((\alpha/2 + 1)t\right)^\beta h\right]}{\left((\alpha/2 + 1)t\right)^\delta},$$  \hspace{1cm} (A.15)

where

$$\delta = \frac{\alpha + 2\gamma}{\alpha + 2}.$$  \hspace{1cm} (A.16)

Since $\alpha/2 + 1 > 0$ and $\alpha/2 + \gamma > 0$, then $|\partial F/\partial h| \leq C$ for $0 < t_0 \leq t$. So there exists a unique smooth solution $h(t)$ for the initial value problem (A.12). The corresponding $\varphi(x)$ is the unique smooth solution of (A.8)–(A.9).
We reduce the problem \((A.8)-(A.9)\) to the equivalent integral equation. Integrating \((A.8)\), we get that
\[
\varphi(x) = f(x) - f(x_0) + \varphi(x_0) + b \int_{x_0}^{x} t^{-\gamma} \cos \varphi(t) \, dt,
\]
(A.17)
where \(x_0 > 0\). Further,
\[
\int_{x_0}^{x} t^{-\gamma} \cos \varphi(t) \, dt = \int_{x_0}^{\infty} t^{-\gamma} \cos \varphi(t) \, dt + \int_{x_0}^{x} t^{-\gamma} \cos \varphi(t) \, dt.
\]
(A.18)
The integral \(\int_{x_0}^{x} t^{-\gamma} \cos \varphi(t) \, dt\) clearly converges. To prove that the second integral also converges, we observe that from \((A.8)\) we have
\[
\varphi'(x) = f'(x) + O(x^{-\gamma}).
\]
(A.20)
Since \(\alpha/2 + \gamma > 0\), then for \(x > x_1 \gg 1\), one has
\[
0 < C_1 x^{\alpha/2} \leq |\varphi'(x)| \leq C_2 x^{\alpha/2}.
\]
(A.21)
Using integration by parts, we see that
\[
\int_{x_1}^{\infty} t^{-\gamma} \cos \varphi(t) \, dt = \left. \frac{\sin \varphi(t)}{t^{\gamma} \varphi'(t)} \right|_{x_1}^{\infty} - \int_{x_1}^{\infty} \sin \varphi(t) \, d(t^{\gamma} \varphi'(t))^{-1}.
\]
(A.22)
Since \(\alpha/2 + \gamma > 0\), then
\[
\lim_{t \to \infty} \frac{\sin \varphi(t)}{t^{\gamma} \varphi'(t)} = 0.
\]
(A.23)
Using \((A.8)\) we can get that
\[
\left| \frac{d}{dt} \left[ \frac{1}{t^{\gamma} \varphi'(t)} \right] \right| \leq C_3 t^{-\eta},
\]
(A.24)
where \(\eta = \min\{\alpha/2 + \gamma + 1, \alpha/2 + 2\gamma\}\) and
\[
\left| \int_{x_1}^{\infty} \sin \varphi(t) \, d(t^{\gamma} \varphi'(t))^{-1} \right| \leq C_3 \int_{x_1}^{\infty} t^{-\eta} \, dt < \infty.
\]
(A.25)
Therefore \(\int_{x_1}^{\infty} t^{-\gamma} \cos \varphi(t) \, dt\) converges, as well as the integral \(\int_{x_0}^{\infty} t^{-\gamma} \cos \varphi(t) \, dt\). Finally we get
\[
\varphi(x) = f(x) + c + b \int_{x_0}^{x} t^{-\gamma} \cos \varphi(t) \, dt,
\]
(A.26)
where \(c\) is some constant. The following lemma is true.
Lemma A.3. Under the conditions of Lemma A.2 there exists a unique smooth solution \( \varphi(x) \) of the integral equation (A.26) such that

\[
\varphi(x) = f(x) + c + O(x^{-\alpha/2 - \gamma}), \quad \varphi'(x) = f'(x) + O(x^{-\gamma}).
\]

(A.27)

We need the following.

Theorem A.4. The differential equation

\[
\frac{d^2 x}{dt^2} + \left( 1 + a \frac{\sin \varphi(t)}{\sqrt{t}} \right) x = 0,
\]

(A.28)

where \( \varphi(t) = t + \psi(t) \), \( \psi(t) = \alpha \ln t \), and \( \alpha \) and \( a \) are some constants, has a fundamental system of solutions \( \{ x_1(t), x_2(t) \} \) satisfying the following asymptotics as \( t \to \infty \):

\[
\begin{align*}
    x_1(t) &= t^\rho \left[ -\cos(t + 2\psi - \theta) + \sin(t) \right] (1 + \varepsilon_1(t)), \\
    x_1'(t) &= t^{\rho} \left[ \sin(t + 2\psi - \theta) + \cos(t) \right] (1 + \varepsilon_1(t)), \\
    x_2(t) &= t^{-\rho} \left[ \cos(t + 2\psi + \theta) + \sin(t) \right] (1 + \varepsilon_2(t)), \\
    x_2'(t) &= t^{-\rho} \left[ -\sin(t + 2\psi + \theta) + \cos(t) \right] (1 + \varepsilon_2(t)).
\end{align*}
\]

(A.29)

Here \( \rho = a^2 (\sqrt{5}/24) \), \( \theta = \arctan 2/\sqrt{5}, 0 < \theta < \pi/2 \), and \( \varepsilon_j(t) = o(1) \) for \( j = 1, 2 \).

Proof. The proof of Theorem A.4 is similar to the one given by Harris and Lutz [13, page 579] for (A.28) with \( \varphi(t) = t \) and \( a = 1 \). We cannot use their result because the integral \( \int_t^\infty \tau^{-1/2} \sin \psi(\tau) d\tau \) is not conditionally integrable. But we can still utilize their technique. The differential equation (A.28) is transformed by means of the substitution

\[
\tilde{x} = \left[ \begin{array}{cc} 1 & i \\ i & 1 \end{array} \right] \left[ \begin{array}{cc} \exp(it) & 0 \\ 0 & \exp(-it) \end{array} \right] \tilde{y},
\]

(A.30)

where \( \tilde{x} = (\tilde{x}^x) \) and \( \tilde{y} = (\tilde{y}^y) \) map into the two-dimensional system

\[
\frac{d\tilde{y}^y}{dt} = a \frac{\sin \varphi(t)}{2\sqrt{t}} \left[ \begin{array}{cc} i & -\exp(-2it) \\ -\exp(2it) & -i \end{array} \right] \tilde{y}.
\]

(A.31)

Letting \( Q = (q_{ij}) \), where \( i, j = 1, 2 \), \( q_{11} = q_{22} = 0 \),

\[
q_{12}(t) = -a \int_t^\infty \frac{\sin \varphi(\tau)}{2\sqrt{\tau}} \exp(-2i\tau) d\tau, \quad q_{21}(t) = -a \int_t^\infty \frac{\sin \varphi(\tau)}{2\sqrt{\tau}} \exp(2i\tau) d\tau,
\]

(A.32)

we observe that

\[
\begin{align*}
    q_{12}(t) &= -\frac{1}{4\sqrt{t}} \left( e^{-i(t-\psi(t))} - \frac{1}{3} e^{-i(3t+\psi(t))} \right) + O(t^{-3/2}), \\
    q_{12}(t) &= \frac{1}{4\sqrt{t}} \left( \frac{1}{3} e^{i(3t+\psi(t))} - e^{i(t-\psi(t))} \right) + O(t^{-3/2}).
\end{align*}
\]

(A.33)
Therefore \( Q(t) = O(t^{-1/2}) \) as \( t \to \infty \), and the transformation \( \tilde{\mathbf{y}} = [I + Q(t)] \mathbf{u} \), where \( \mathbf{u} = (u_u)^\prime \), leads to the differential system

\[
\frac{d \mathbf{u}}{dt} = \left[ \frac{ia \sin \varphi(t)}{2 \sqrt{t}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \Lambda(t) + V(t) + R(t) \right] \mathbf{u},
\]

where

\[
\Lambda(t) = \frac{ia^2}{16t} \text{diag} \left( -\frac{4}{3} + \frac{1}{3} e^{2i \varphi} + e^{-2i \varphi}, \frac{4}{3} - e^{2i \varphi} - \frac{1}{3} e^{-2i \varphi} \right),
\]

\[
V(t) = \frac{a^2}{8t} \begin{bmatrix} 0 & -e^{2i \varphi} + \frac{4}{3} e^{2it} - \frac{1}{3} e^{i(4t + 2 \varphi)} \\ -e^{-2i \varphi} + \frac{4}{3} e^{-2it} - \frac{1}{3} e^{-i(4t + 2 \varphi)} & 0 \end{bmatrix},
\]

and the absolutely integrable matrix-function \( R(t) \) has the form

\[
R(t) = \frac{ia^3}{64 t^{3/2}} (e^{i \varphi} - e^{-i \varphi}) \begin{bmatrix} -t \left( -\frac{10}{9} + \frac{1}{3} e^{2i \varphi} + \frac{1}{3} e^{-2i \varphi} \right) & e^{2i \varphi} - \frac{2}{3} e^{-2it} + \frac{1}{9} e^{-i(4t + 2 \varphi)} \\ e^{-2i \varphi} - \frac{2}{3} e^{2it} + \frac{1}{9} e^{i(4t + 2 \varphi)} & i \left( -\frac{10}{9} + \frac{1}{3} e^{2i \varphi} + \frac{1}{3} e^{-2i \varphi} \right) \end{bmatrix}
+ O(t^{-5/2}).
\]

Since

\[
\exp \left( \frac{ia \cos \varphi}{2 \sqrt{t}} \right) = 1 + \frac{ia \cos \varphi}{2 \sqrt{t}} + O(t^{-1}) \quad \text{as} \quad t \to \infty,
\]

then the transformations

\[
\mathbf{u} = \exp \left[ \text{diag} \left( \frac{1}{2} \int_{\infty}^{t} \frac{ia \sin \varphi(\tau)}{\sqrt{\tau}} d\tau, -\frac{1}{2} \int_{\infty}^{t} \frac{ia \sin \varphi(\tau)}{\sqrt{\tau}} d\tau \right) \right] \tilde{\mathbf{u}},
\]

\[
\tilde{\mathbf{u}} - \exp \left[ \text{diag} \left( \frac{ia^2}{16} \int_{\infty}^{t} \tau^{-1} \left( \frac{1}{3} e^{2i \varphi} + e^{-2i \varphi} \right) d\tau, -\frac{ia^2}{16} \int_{\infty}^{t} \tau^{-1} \left( e^{2i \varphi} + \frac{1}{3} e^{-2i \varphi} \right) d\tau \right) \right] \tilde{\mathbf{z}},
\]

where \( \tilde{\mathbf{z}} = (I + S(t)) \mathbf{u} \) with \( S(t) = (s_{ij}) \), \( s_{11} = s_{22} = 0 \),

\[
s_{12} = \frac{a^2}{8} \int_{\infty}^{t} \tau^{-1} \left( \frac{4}{3} e^{-2i \tau} - \frac{1}{3} e^{i(4 \tau + 2 \varphi)} \right) d\tau, \quad s_{21} = \frac{a^2}{8} \int_{\infty}^{t} \tau^{-1} \left( \frac{4}{3} e^{2i \tau} - \frac{1}{3} e^{i(4 \tau + 2 \varphi)} \right) d\tau,
\]

lead to the differential system

\[
\frac{d \mathbf{v}}{dt} = \frac{a^2}{4t} \begin{bmatrix} -\frac{i}{3} & -1/2 e^{2i \varphi} \\ 1/2 e^{-2i \varphi} & i/3 \end{bmatrix} - \frac{a^4}{64 t^2} \begin{bmatrix} 0 & -e^{2i \varphi} \\ -e^{-2i \varphi} & 0 \end{bmatrix} + O(t^{-5/2}) \mathbf{v}.
\]
The matrix
\[
\begin{bmatrix}
-\frac{i}{3} & -\frac{1}{2}e^{2i\psi} \\
-\frac{1}{2}e^{-2i\psi} & \frac{i}{3}
\end{bmatrix}
\] (A.41)
has eigenvalues \(\pm \sqrt{5}/6\) with the corresponding eigenvectors
\[
\begin{bmatrix}
\frac{2}{3} \left(1 - \frac{\sqrt{5}}{2}\right)e^{2i\psi} \\
\frac{2}{3} \left(1 + \frac{\sqrt{5}}{2}\right)e^{2i\psi}
\end{bmatrix}, \frac{2}{3} \left(1 - \frac{\sqrt{5}}{2}\right)e^{2i\psi} \\
\frac{2}{3} \left(1 + \frac{\sqrt{5}}{2}\right)e^{2i\psi}
\] (A.42)

Hence the substitution
\[
\vec{v} = P\vec{\omega} = \begin{bmatrix}
\frac{2}{3} \left(1 - \frac{\sqrt{5}}{2}\right)e^{2i\psi} \\
\frac{2}{3} \left(1 + \frac{\sqrt{5}}{2}\right)e^{2i\psi}
\end{bmatrix} \begin{bmatrix}
\frac{2}{3} \left(1 - \frac{\sqrt{5}}{2}\right)e^{2i\psi} \\
\frac{2}{3} \left(1 + \frac{\sqrt{5}}{2}\right)e^{2i\psi}
\end{bmatrix}
\] (A.43)
leads to an \(L\)-diagonal system
\[
\frac{d\vec{\omega}}{dt} = \begin{bmatrix}
a^2 \begin{bmatrix}
\frac{\sqrt{5}}{6} & 0 \\
0 & -\frac{\sqrt{5}}{6}
\end{bmatrix} - \frac{a^4}{64t^2} \begin{bmatrix}
\frac{3\sqrt{5}}{6} & 0 & 0 & 0 \\
0 & \frac{4\sqrt{5}}{15} - \frac{2}{3} & 2i & 0 \\
0 & 2i & -\frac{3\sqrt{5}}{6} & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} + O(t^{-5/2})
\end{bmatrix} \vec{\omega}
\] (A.44)
to which Levinson’s fundamental theorem [9] can be applied. Thus for the system corresponding to the original differential equation, we obtain a solution matrix \(X(t)\) which satisfies as \(t \to \infty\) the asymptotics
\[
X(t) = \begin{pmatrix}
1 & i \\
i & 1
\end{pmatrix} \begin{pmatrix}
e^{it} & 0 \\
0 & e^{-it}
\end{pmatrix} \begin{pmatrix}
I + o(1) \\
P
\end{pmatrix} \begin{pmatrix}
t^\rho & 0 \\
0 & t^{-\rho}
\end{pmatrix}.
\] (A.45)
That is, we got a fundamental system of solutions \(\{x_1(t), x_2(t)\}\) of (A.28) which satisfies (A.29).

\textbf{Amplification A.5.} Under the conditions of Theorem A.4 for \(j = 1, 2, \varepsilon_j(t) = O(t^{-1})\) as \(t \to \infty\).

\textbf{Proof.} For the proof, we need the following result (see [9]). We consider a linear system of two differential equations
\[
\frac{d\vec{y}}{dt} = (\Lambda(t) + R(t))\vec{y},
\] (A.46)
where \(t \geq t_0 > 0\) and \(\Lambda(t) = \text{diag}\{\lambda_1(t), \lambda_2(t)\}\) satisfies the following conditions:
1. \(\lambda_1(t) - \lambda_2(t) \geq 0;\)
2. \(\int_0^t (\lambda_1(t) - \lambda_2(t))dt = \infty;\)
3. \(R(t)\) is absolutely integrable.
Then there exist solutions $y_1(t), y_2(t)$ of (A.46) such that

$$\tilde{y}_j(t) = \exp \left( \int_{t_0}^{t} \lambda_j(t) dt \right) (\tilde{e}_j + \tilde{\epsilon}), \quad j = 1, 2,$$

(A.47)

where $\tilde{\epsilon} = \begin{pmatrix} \epsilon_1(t) \\ \epsilon_2(t) \end{pmatrix}$, $\tilde{e}_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$, $\tilde{e}_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$, and $\epsilon_1(t), \epsilon_2(t)$ meet the following estimates:

$$|\epsilon_2(t)| \leq C \int_{t_0}^{t} ||R(\tau)|| d\tau, \quad (A.48)$$

$$|\epsilon_1(t)| \leq C \left[ \int_{t_0}^{t} \exp \left( \int_{\tau}^{t} (\lambda_1(s) - \lambda_2(s)) ds \right) ||R(\tau)|| d\tau + \int_{t_0}^{t} ||R(\tau)|| d\tau \right],$$

where $C$ is some constant. In our case $\lambda_1(t) = a^2 \sqrt{5}/24 \tau$, $\lambda_2(t) = -a^2 \sqrt{5}/24 \tau$, and all the elements of the matrix $R(t)$ are of order $O(t^{-2})$. So

$$|\epsilon_2(t)| \leq C \int_{t_0}^{t} O(\tau^{-2}) d\tau = O(t^{-1}),$$

$$|\epsilon_1(t)| \leq C \left[ \int_{t_0}^{t} \exp \left( \int_{\tau}^{t} \frac{a^2 \sqrt{5}}{12 s} ds \right) O(\tau^{-2}) d\tau + O(t^{-1}) \right]$$

(A.49)

$$= O(t^{-1}).$$

The amplification is proved.

**Proof of Lemma 2.1.** The Liouville-Green transformation,

$$t = \int_{x_0}^{x} \sqrt{F(\tau)} d\tau, \quad z = \sqrt[4]{F(x)} y,$$

(A.50)

takes (2.25) into

$$\frac{d^2 z}{dt^2} + (1 + q(t)) z = 0,$$

(A.51)

where

$$q(t) = a \frac{\sin(t + \psi(t))}{\sqrt{t}} + O(t^{-1}), \quad \psi(t) = \alpha \ln t, \quad a = c_3 \beta, \quad \alpha = c_4 \beta^2,$$

(A.52)

and $c_3, c_4$ are some constants. Now applying Theorem A.4 and Amplification A.5 we get formulas (2.26).

**Proof of Lemma 2.2.** Using Lemma 2.1 one can show that the solution $y_0(x)$ of (2.28) is representable in the form

$$y_0(x) = y_1(x) \int_{x_0}^{x} y_2(\tau) f_0(\tau) d\tau - y_2(x) \int_{x}^{x} y_1(\tau) f_0(\tau) d\tau,$$

(A.53)
where \( \{y_1(x), y_2(x)\} \) is a fundamental system of solution of (2.25). Using formulas (2.26), we will find that the order of the first term in the right-hand side of (A.53) equals

\[
y_1(x) \int_\infty^x y_2(\tau) f_0(\tau) d\tau = O(x^{-1/4+\rho}) \int_\infty^x \tau^{-1/4-\rho} \left[ \cos \left( \frac{2\sqrt{3}}{3} \tau^{3/2} + a_1 \beta^2 \ln \tau + c_1 \right) \\
+ \sin \left( \frac{2\sqrt{3}}{3} \tau^{3/2} + a_0 \beta^2 \ln \tau + c_0 \right) \right] O(1) (1 - \cos 2\varphi_0(\tau)) d\tau + O(x^{-1/4+\rho}) \int_\infty^x \tau^{-1/4-\rho} O(\tau^{-3/2}) O(1) d\tau = O(x^{-1}).
\]

(A.54)

To estimate the second term we should consider three cases and take into account that \( \rho > 0 \) and the remainders in the formulas (2.26) have the order of \( O(x^{-3/2}) \).

**Case 1.** Let \( \rho < 3/4 \). Then we will take \( b = \infty \) and the order of the second term can be estimated as

\[
y_2(x) \int_b^x y_1(\tau) f_0(\tau) d\tau = O(x^{-1/4-\rho}) \int_\infty^x \tau^{-1/4+\rho} \left[ \cos \left( \frac{2\sqrt{3}}{3} \tau^{3/2} + a_1 \beta^2 \ln \tau + c_1 \right) \\
+ \sin \left( \frac{2\sqrt{3}}{3} \tau^{3/2} + a_0 \beta^2 \ln \tau + c_0 \right) \right] O(1) (1 - \cos 2\varphi_0(\tau)) d\tau + O(x^{-1/4+\rho}) \int_\infty^x \tau^{-1/4+\rho} O(\tau^{-3/2}) O(1) d\tau = O(x^{-1}).
\]

(A.55)

Here the first integral in the right-hand side is estimated using integration by parts, and the second integral, which involves the remainder from the formula (2.26), is estimated directly.

**Case 2.** Let \( \rho > 3/4 \). In this case we will take \( b = x_0 \) and

\[
y_2(x) \int_b^x y_1(\tau) f_0(\tau) d\tau = O(x^{-1/4-\rho}) \int_{x_0}^x \tau^{-1/4+\rho} \left[ \cos \left( \frac{2\sqrt{3}}{3} \tau^{3/2} + a_1 \beta^2 \ln \tau + c_1 \right) \\
+ \sin \left( \frac{2\sqrt{3}}{3} \tau^{3/2} + a_0 \beta^2 \ln \tau + c_0 \right) \right] O(1) (1 - \cos 2\varphi_0(\tau)) d\tau + O(x^{-1/4+\rho}) \int_{x_0}^x \tau^{-1/4+\rho} O(\tau^{-3/2}) O(1) d\tau = O(x^{-1}).
\]

(A.56)
CASE 3. Let $\rho = 3/4$. We will take again $b = x_0$. Then
\[
y_2(x) \int_b^x y_1(\tau) f_0(\tau) d\tau = O(x^{-1} \ln x).
\] (A.57)
Similarly one can show that $y'_0(x) = O(x^{-1})$ when $\rho \neq 3/4$ and $y'_0(x) = O(x^{-1} \ln x)$ when $\rho = 3/4$. Lemma 2.2 is proved. □

References


Alisher S. Abdullayev: Department of Mathematics, American River College, 4700 College Oak Drive, Sacramento, CA 95841, USA

E-mail address: abdula@arc.losrios.edu