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A white noise proof of the classical Clark-Ocone formula is first provided. This formula is proven for functions in a Sobolev space which is a subset of the space of square-integrable functions over a white noise space. Later, the formula is generalized to a larger class of operators.
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1. Introduction. Consider a probability space \((\Omega, \mathcal{F}, P)\). Let \(B(t)\) be a Brownian motion, \(0 \leq t \leq 1\), and \(\mathcal{F}_t = \sigma \{ B(s) \mid 0 \leq s \leq t \}\) the filtration it generates. In [1, 7], the following results are considered. If \(F(B(t))\) is any finite functional of Brownian motion, then it can be represented as a stochastic integral. This representation is not unique. However, if \(E(F^2(B(\cdot))) < \infty\), then according to Martingale representation theory, \(F\) does have a unique representation as the sum of a constant and an Itô stochastic integral:

\[
F = E(F) + \int_0^1 \phi(t) dB(t),
\]

(1.1)

where the process \(\phi\) belongs to the space \(L^2([0,1] \times \Omega; \mathbb{R})\) and, for all \(t \in [0,1]\), the random variable \(\phi(t)\) is \(\mathcal{F}_t\)-measurable. It is also shown in the same papers that if \(F\) is Fréchet-differentiable and satisfies certain technical regularity conditions, then \(F\) has an explicit expression as a stochastic integral in which the integrand consists of the conditional expectations of the Fréchet differential. It is this explicit representation for the integrand that gives rise to the well-known Clark-Ocone formula.

In the white noise setup, if we replace Fréchet differentiability with white noise differentiation, then we need the condition that \(F \in \mathcal{W}^{1/2}\), a Sobolev space which is a subset of the space of square-integrable functions, for the result to have a meaning. In [5], the authors extended the Clark-Ocone formula to generalized Wiener functionals. The formula is the same and only the space on which it holds is enlarged. In this paper, we generalize the formula by using the differential operators \(D_{e_t}\) and their adjoints \(D_{f_t}^*\) for any families of temperate distributions \(\{e_t\}_{t \in \mathbb{R}}\) and \(\{f_t\}_{t \in \mathbb{R}}\) satisfying certain technical conditions. In so doing, we regard the formula as the equality of two operators and extend it to a larger class of operators. When \(e_t = f_t = \delta_t\) (the Dirac measure at \(t\)), for all \(t \in \mathbb{R}\), we obtain the classical Clark-Ocone formula. For purposes of continuity of our argument, we first verify the results in [1, 7] using the \(S\)-transform, which really looks similar to the one found in [5].
2. Background and notations. In [4], various constructions of Gel'fand triples are presented. We will be using in this paper the triples $\mathcal{H}_\mathbb{R} \subset L^2(\mathbb{R}) \subset \mathcal{H}'(\mathbb{R})$ and $(\mathcal{H}(\mathbb{R}))^* \subset (L^2(\mathbb{R}))^*$, where $\mathcal{H}(\mathbb{R})$ is the Schwartz space and $(L^2(\mathbb{R}))^* = L^2(\mathcal{H}'(\mathbb{R}))$.

For any $t \in \mathcal{H}'(\mathbb{R})$, according to the notations in [4, 6], the white noise differential operator $\partial_t$ and its adjoint $\partial_t^*$ are defined by the duality between $(\mathcal{H}(\mathbb{R}))^*$ and $(\mathcal{H}(\mathbb{R}))$ as

$$\langle \langle \partial_t^* \phi, \varphi \rangle \rangle = \langle \langle \phi, \partial_t \varphi \rangle \rangle, \quad \phi \in (\mathcal{H}(\mathbb{R}))^*, \varphi \in (\mathcal{H}(\mathbb{R})). \quad (2.1)$$

In the same references, for any $x \in \mathcal{H}(\mathbb{R})_c$, the exponential function $\exp : \mathcal{H}(\mathbb{R}) :$ is defined by the formula

$$\exp : \mathcal{H}(\mathbb{R}) : = \sum_{n=0}^{\infty} \frac{1}{n!} \langle \langle \cdot \otimes n : x \otimes n \rangle \rangle, \quad (2.2)$$

where

$$x \otimes n := \sum_{k=0}^{[n/2]} \binom{n}{2k} (2k-1)!! (-1)^k x \otimes (n-2k) \hat{\otimes} \tau^k \quad (2.3)$$

with $\tau$ being the trace operator from $\mathcal{H}(\mathbb{R}) \otimes \mathcal{H}(\mathbb{R})$ into $\mathbb{C}$.

Moreover, the $S$-Transform of $\Phi$ is the function $S(\Phi) : \mathcal{H}(\mathbb{R})_c \rightarrow \mathbb{C}$ defined by

$$S(\Phi)(\xi) = \langle \langle \Phi, \exp : \cdot \otimes \xi \rangle \rangle, \quad \xi \in \mathcal{H}(\mathbb{R})_c. \quad (2.4)$$

Note also that

$$S(\Phi \circ \Psi) = (S\Phi)(S\Psi), \quad (2.5)$$

where $\circ$ denotes the Wick product.

**Definition 2.1.** Let $\varphi : [a, b] \rightarrow (\mathcal{H}(\mathbb{R}))^*$ be Pettis-integrable. The white noise integral $\int_a^b \partial_t^* \varphi(t) dt$ is called the *Hitsuda-Skorokhod integral* of $\varphi$ if it is a random variable in $(L^2)$.

The following theorem is due to Kubo and Takenaka [3]. (See also [4].)

**Theorem 2.2.** Let $\varphi(t)$ be a stochastic process in the space $L^2([a, b] \times \mathcal{H}'(\mathbb{R}))$ which is nonanticipating and $\int_a^b \| \varphi(t) \|^2_0 dt < \infty$. Then the function $\partial_t^* \varphi(t), t \in [a, b]$, is Pettis-integrable and

$$\int_a^b \partial_t^* \varphi(t) dt = \int_a^b \varphi(t) dB(t), \quad (2.6)$$

where the right-hand side is the Itô integral of $\varphi$.

It is noted from the above theorem that the Hitsuda-Skorokhod integral is an extension of the Itô integral. (See [4] for examples of the Hitsuda-Skorokhod integral.)
Definition 2.3. For \( \varphi = \sum_{n=0}^{\infty} \langle \cdot \otimes^n \cdot, f_n \rangle \), define
\[
N\varphi = \sum_{n=1}^{\infty} n \langle \cdot \otimes^n \cdot, f_n \rangle.
\] (2.7)

The operator \( N \) is called the number operator. Moreover, the power \( N^r, r \in \mathbb{R} \), of the number operator is defined in the following way: for \( \varphi = \sum_{n=0}^{\infty} \langle \cdot \otimes^n \cdot, f_n \rangle \),
\[
N^r \varphi = \sum_{n=1}^{\infty} n^r \langle \cdot \otimes^n \cdot, f_n \rangle.
\] (2.8)

For any \( r \in \mathbb{R} \), \( N^r \) is a continuous linear operator from \( (L^2) \) into itself and from \( (L^2)^* \) into itself. Let \( W^{1/2} \) be the Sobolev space of order \( 1/2 \) for the Gel’fand triple \( (L^2) \subset (L^2) \subset (L^2)^* \). In other words, \( W^{1/2} \) will denote the set of \( \varphi \in (L^2) \) such that \( (\partial_t \varphi)_{t \in \mathbb{R}} \in L^2(\mathbb{R}; (L^2)) \). Thus
\[
W^{1/2} = \left\{ \varphi \in (L^2) \mid \int_{\mathbb{R}} \| \partial_t \varphi \|^2_0 dt < \infty \right\}.
\] (2.9)

The norm on \( W^{1/2} \) will be defined as
\[
\| \varphi \|^2_{1/2} := \| \varphi \|^2_0 + \int_{\mathbb{R}} \| \partial_t \varphi \|^2_0 dt.
\] (2.10)

Observation 2.4. If \( \varphi \in (L^2) \), then
\[
\int_{\mathbb{R}} \| \partial_t \varphi \|^2_0 dt = \| N^{1/2} \varphi \|^2_0.
\] (2.11)

Proof. The proof can be found in [4]. \( \square \)

Lemma 2.5. \( (L^2) \subset W^{1/2} \).

Proof. See [4, 6]. \( \square \)

3. An extension of the Clark-Ocone formula. In what follows, we deal with an arbitrary Gel’fand triple \( \mathcal{E} \subset E \subset \mathcal{E}' \).

Notation 3.1. Let \( K \) be a closed subspace of \( E \) and \( K_c \) the complexification of \( K \). Let \( L^2_K \) be the subspace of \( (L^2) \) consisting of all functions \( \varphi = \sum_{n=0}^{\infty} \langle \cdot \otimes^n \cdot, f_n \rangle \) such that \( f_n \in K_c \otimes^n \) for all \( n \geq 0 \).

For \( p \geq 0 \), define
\[
(\mathcal{E}_K)_p = \{ \varphi \in (L^2_K) \mid \| \varphi \|_p < \infty \}.
\] (3.1)

Let \( (\mathcal{E}_K)_{-p} \) be the completion of \( (L^2_K) \) with respect to the norm \( \| \cdot \|_{-p} \). Thus, for all \( p \in \mathbb{R} \), we have \( (\mathcal{E}_K)_p \subseteq (\mathcal{E})_p \). Let
\[
(\mathcal{E}_K) = \bigcap_{p \geq 0} (\mathcal{E}_K)_p \subseteq (\mathcal{E}), \quad (\mathcal{E}_K)^* = \bigcup_{p \geq 0} (\mathcal{E}_K)_{-p} \subseteq (\mathcal{E})^*.
\] (3.2)
**Definition 3.2.** A function \( \phi \in (E)^* \) is said to be supported by \( K \) if \( \phi \in (E_K)^* \).

**Lemma 3.3.** Let \( H_1 \) and \( H_2 \) be two orthogonal closed subspaces of \( E \). Suppose \( \phi \) and \( \psi \in (L^2) \) are supported by \( H_1 \) and \( H_2 \), respectively. Then \( \phi \diamond \psi = \phi \cdot \psi \) and

\[
\| \phi \diamond \psi \|_0 = \| \phi \|_0 \cdot \| \psi \|_0.
\]

**Proof.** This can be done via the \( \mathcal{F} \)-transform. See [4].

**Definition 3.4.** Let \( B : E \to E \) be a bounded linear operator. The second quantization operator of \( B \), \( \Gamma(B) : (L^2) \to (E)^* \) for \( \varphi = \sum_{n=0}^{\infty} \langle : \cdot ^{\otimes n}; \cdot , f_n \rangle \), is defined as

\[
\Gamma(B) \varphi = \sum_{n=0}^{\infty} \langle : \cdot ^{\otimes n}; B^{\otimes n} f_n \rangle.
\]

It is easy to see that

\[
\| \Gamma(B) \varphi \|_0^2 \leq \sum_{n=0}^{\infty} n! \| B \|^{2n} | f_n |_{0}^2.
\]

Therefore, if \( \| B \| \leq 1 \), then \( \Gamma(B) \) is a bounded linear operator from \( (L^2) \) into \( (E) \) of norm less than or equal to 1.

On the other hand, if \( \| B \| > 1 \), then \( \Gamma(B) \) is a bounded linear operator from \( (L^2) \) into \( (E_{-p}) \), choosing \( p > 0 \) sufficiently large such that \( \lambda_1^p \geq \| B \| \).

**Observation 3.5.** If \( B : E \to E \) is a bounded linear operator and \( \xi \in E_c \), then

\[
\Gamma(B) : e^{(\cdot , \xi)} = e^{(\cdot, B\xi)}.
\]

**Proof.**

\[
\Gamma(B) : e^{(\cdot , \xi)} = \Gamma(B) \left( \sum_{n=0}^{\infty} \frac{1}{n!} \langle : \cdot ^{\otimes n}; \xi ^{\otimes n} \rangle \right)
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{n!} \langle : \cdot ^{\otimes n}; B^{\otimes n} \xi ^{\otimes n} \rangle
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{n!} \langle : \cdot ^{\otimes n}; (B\xi) ^{\otimes n} \rangle = e^{(\cdot, B\xi)}.
\]

We now switch back to the Gel'fand triple \( \mathcal{F}(L^2) \subset L^2(\mathbb{R}) \subset \mathcal{F}'(\mathbb{R}) \).

If \( g \in L^\infty(\mathbb{R}) \), then \( g \) can be identified with the multiplication operator \( T_g : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \) defined by \( T_g f = g f \). This is a bounded operator of norm equal to \( \| g \|_\infty \). We will denote \( \Gamma(T_g) \) simply by \( \Gamma(g) \).

Let \( \mathcal{B}(S'(\mathbb{R})) \) be the \( \sigma \)-field generated by the open subsets of \( S'(\mathbb{R}) \). If \( \{ f_i \}_{i \in I} \) is a family of complex-valued \( \mathcal{B}(S'(\mathbb{R})) \)-measurable functions defined on \( S'(\mathbb{R}) \), then we denote by \( \sigma \{ f_i \mid i \in I \} \) the smallest \( \sigma \)-field \( \mathcal{F} \) contained in \( \mathcal{B}(S'(\mathbb{R})) \) such that, for all \( i \in I \), \( f_i \) is \( \mathcal{F} \)-measurable.

If \( \mathcal{F} \) is a sub-\( \sigma \)-field of \( \mathcal{B}(S'(\mathbb{R})) \) and \( \varphi \in (L^2) \), then we denote by \( E(\varphi | \mathcal{F}) \) the conditional expectation of \( \varphi \) with respect to \( \mathcal{F} \).
Let

\[ B(t) = \begin{cases} \langle \cdot, 1_{[0,t]} \rangle & \text{if } t \geq 0, \\ -\langle \cdot, 1_{(t,0]} \rangle & \text{if } t < 0. \end{cases} \]  

(3.8)

It is shown in [4] that \( \{B(t)\}_{t \in \mathbb{R}} \) is a Brownian-motion process.

**Lemma 3.6.** Let \( \varphi \in (L^2) \) and \( t \in \mathbb{R} \). Let \( \mathcal{F}_t = \sigma \{ B(s) \mid s \leq t \} \). Then

\[ E(\varphi|\mathcal{F}_t) = \Gamma(1_{(-\infty,t]})\varphi. \]  

(3.9)

**Proof.** For the proof plus other related properties of the second quantization operator, see [2, 8].

The following theorem provides a white noise proof of the Clark-Ocone formula for functions in the Sobolev space \( \mathcal{W}^{1/2} \).

**Theorem 3.7** (the Clark-Ocone formula). Let \( \mathcal{W}^{1/2} \) be the Sobolev space from the Gel'fand triple \( (\mathcal{F}(\mathbb{R})) \subset (L^2) \subset (\mathcal{F}(\mathbb{R}))^* \). Suppose \( B(t) \) is the Brownian motion given by \( B(t) = \langle \cdot, 1_{[0,t]} \rangle, t \in \mathbb{R}, \) with \( \mathcal{F}_t = \sigma \{ B(s) \mid s \leq t \} \) the filtration it generates. Then, for any \( \phi \in \mathcal{W}^{1/2} \), the following formula holds:

\[ \phi = E(\phi) + \int_{\mathbb{R}} E(\partial_t \phi|\mathcal{F}_t) dB(t). \]  

(3.10)

**Proof.** We can rewrite the stochastic integral in the above equation as

\[ \int_{\mathbb{R}} E(\partial_t \phi|\mathcal{F}_t) dB(t) = \int_{\mathbb{R}} \partial_t^* E(\partial_t \phi|\mathcal{F}_t) dt. \]  

(3.11)

Since \( E(\partial_t \phi|\mathcal{F}_t) = \Gamma(1_{(-\infty,t]})\partial_t \phi \), (3.10) is equivalent to

\[ \phi = E(\phi) + \int_{\mathbb{R}} \partial_t^* \Gamma(1_{(-\infty,t]})\partial_t \phi dt, \]  

(3.12)

where the integral in (3.12) is regarded as a white noise integral in the Pettis sense. We will prove formula (3.12) using the S-transform.

Let \( \phi \in \mathcal{W}^{1/2} \) be fixed. Because \( \int_{\mathbb{R}} \|\partial_t \phi\|^2 dt < \infty \), we conclude that there exists a subset \( N \) of \( \mathbb{R} \), of Lebesgue measure zero, such that for all \( t \in \mathbb{R} \setminus N \), \( \|\partial_t \phi\|_0 < \infty \). This means that for all \( t \in \mathbb{R} \setminus N \), \( \partial_t \phi \in (L^2) \). By the boundedness of the operator \( \Gamma(1_{(-\infty,t]}) \), we conclude that for all \( t \in \mathbb{R} \setminus N \), \( \Gamma(1_{(-\infty,t]})\partial_t \phi \in (L^2) \) and \( \partial_t^* \Gamma(1_{(-\infty,t]})\partial_t \phi \in (\mathcal{F}(\mathbb{R}))^* \).

We define the function \( f : \mathbb{R} \rightarrow (\mathcal{F}(\mathbb{R}))^* \) by

\[ f(t) = \begin{cases} \partial_t^* \Gamma(1_{(-\infty,t]})\partial_t \phi & \text{if } t \in \mathbb{R} \setminus N, \\ 0 & \text{if } t \in N. \end{cases} \]  

(3.13)

By abuse of notation, we will write \( f(t) = \partial_t^* \Gamma(1_{(-\infty,t]})\partial_t \phi \) for all \( t \in \mathbb{R} \). First, we will check that the function \( f \) is Pettis-integrable. To see this, we observe first that for any \( \varphi \in (\mathcal{F}(\mathbb{R})) \), the function \( t \mapsto \langle \partial_t^* \Gamma(1_{(-\infty,t]})\partial_t \phi, \varphi \rangle \), which is the same as the function \( t \mapsto \langle (\Gamma(1_{(-\infty,t]})\partial_t \phi, \partial_t \varphi) \rangle \), is measurable. Thus, \( f \) is weakly measurable. It is also easy to see that \( \langle (f(\cdot), \varphi) \rangle \in L^1(\mathbb{R}) \) for all \( \varphi \in (\mathcal{F}(\mathbb{R})) \). Hence, \( f \) is Pettis-integrable.
We start proving (3.10) first for exponential functions $\phi = F_\eta = \sum_{n=0}^{\infty} (1/n!) \langle \cdot \otimes \eta^n, \eta \rangle$, $\eta \in L^2(\mathbb{R})$. First, we note that $F_\eta \in \mathcal{W}^{1/2}$ because

$$\sum_{n=1}^{\infty} \frac{n!}{n^2} \left| \langle \cdot \otimes \eta^n, \eta \rangle \right|^2_0 = |\eta|^2 \sum_{n=1}^{\infty} \frac{1}{n(n-1)!} |\eta|^{2(n-1)}$$

$$= |\eta|^2 \sum_{n=1}^{\infty} \frac{1}{n(n-1)!} |\eta|^{2(n-1)} < \infty.$$  \hspace{2cm} (3.14)

Second, to show that $F_\eta = E(F_\eta) + \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t)}) \partial_t F_\eta dt$, we have to check that the $S$-transforms of the two sides are equal:

$$S\left( E(F_\eta) + \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t)}) \partial_t F_\eta dt \right)(\xi) = S(E(F_\eta))(\xi) + S\left( \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t)}) \partial_t F_\eta dt \right)(\xi)$$

$$= S(1)(\xi) + \int_\mathbb{R} \xi(t) S(\Gamma(1_{(-\infty,t)}) \partial_t F_\eta)(\xi) dt$$

$$= 1 + \int_\mathbb{R} \xi(t) S(\Gamma(1_{(-\infty,t)})(\eta(t) F_\eta))(\xi) dt$$

$$= 1 + \int_\mathbb{R} \xi(t) \eta(t) S(\Gamma(1_{(-\infty,t)}) F_\eta)(\xi) dt.$$  \hspace{2cm} (3.15)

Using the fact that $\Gamma(1_{(-\infty,t)}) F_\eta = F_{1_{(-\infty,t)}} \eta$, we obtain

$$S\left( E(F_\eta) + \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t)}) \partial_t F_\eta dt \right)(\xi) = 1 + \int_\mathbb{R} \xi(t) \eta(t) S(F_{1_{(-\infty,t)}} \eta)(\xi) dt$$

$$= 1 + \int_\mathbb{R} \xi(t) \eta(t) \langle F_{1_{(-\infty,t)} \eta}, F_\xi \rangle dt.$$  \hspace{2cm} (3.16)

Now, using the fact that $\langle F_x, F_y \rangle = e^{\langle x, y \rangle}$, for all $x, y \in L^2(\mathbb{R})$, we get

$$S\left( E(F_\eta) + \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t)}) \partial_t F_\eta dt \right)(\xi) = 1 + \int_\mathbb{R} \xi(t) \eta(t) e^{\langle 1_{(-\infty,t)} \eta, \xi \rangle} dt$$

$$= 1 + \int_\mathbb{R} \xi(t) \eta(t) e^{\int_{-\infty}^t \eta(s) \xi(s) ds} dt$$

$$= 1 + \int_{-\infty}^{\infty} \frac{d}{dt} \left( e^{\int_{-\infty}^t \eta(s) \xi(s) ds} \right) dt$$

$$= 1 + e^{\int_{-\infty}^{\infty} \eta(s) \xi(s) ds} - 1$$

$$= e^{\int_{-\infty}^{\infty} \eta(s) \xi(s) ds}.$$  \hspace{2cm} (3.17)

Thus, $F_\eta = E(F_\eta) + \int_\mathbb{R} \partial_t^* E(\partial_t F_\eta | \mathcal{F}_t) dt$. 
Now, the vector space spanned by the set \( \{ F_\eta \mid \eta \in L^2(\mathbb{R})_c \} \) is dense in \( \mathcal{W}^{1/2} \). Therefore, for any \( \phi \in \mathcal{W}^{1/2} \), there exists a sequence \( \{ \varphi_n \}_{n \geq 1} \) in the span of \( \{ F_\eta \mid \eta \in L^2(\mathbb{R})_c \} \) such that \( \varphi_n \to \phi \) in \( \mathcal{W}^{1/2} \). The norm of \( \mathcal{W}^{1/2} \) is stronger than the norm of \( L^2 \). Thus, \( \varphi_n \to \phi \) in \( L^2 \) and \( E(\varphi_n) \to E(\phi) \). We will show that \( \int_\mathbb{R} \partial_t^* E(\partial_t \varphi_n | \mathcal{F}_t) dt \to \int_\mathbb{R} \partial_t^* E(\partial_t \phi | \mathcal{F}_t) dt \), weakly. Let \( \psi \in (\mathcal{F}(\mathbb{R}))^\ast \). Then we have

\[
\left| \left\langle \left\langle \int_\mathbb{R} \partial_t^* E(\partial_t (\varphi_n - \phi) | \mathcal{F}_t) dt, \psi \right\rangle \right\rangle \right| = \left| \int_\mathbb{R} \left\langle \partial_t^* E(\partial_t (\varphi_n - \phi) | \mathcal{F}_t), \psi \right\rangle dt \right|
\leq \int_\mathbb{R} \left| \left\langle E(\partial_t (\varphi_n - \phi) | \mathcal{F}_t), \partial_t \psi \right\rangle \right| dt
\leq \int_\mathbb{R} ||\partial_t (\varphi_n - \phi)||_0 ||\partial_t \psi||_0 dt
\leq \sqrt{\int_\mathbb{R} ||\partial_t (\varphi_n - \phi)||_0^2 dt \int_\mathbb{R} ||\partial_t \psi||_0^2 dt}
\to 0.
\]

Since, for all \( n \in \mathbb{N} \), we have

\[
\varphi_n = E(\varphi_n) + \int_\mathbb{R} \partial_t^* \Gamma_{(1, -\infty, t)}(\partial_t \varphi_n) dt,
\]

passing to the limit weakly, as \( n \to \infty \), we get

\[
\phi = E(\phi) + \int_\mathbb{R} \partial_t^* \Gamma_{(1, -\infty, t)}(\partial_t \phi) dt.
\]

In what follows, we generalize the space \( \mathcal{W}^{1/2} \) to the space \( \mathcal{W}^{1/2}_q \) by introducing the weight \( q^{2n} \) in calculating the norm of this new space. In [5], the Clark-Ocone formula was extended to generalized Wiener functionals.

**Definition 3.8.** Let \( q > 0 \). Define

\[
\mathcal{W}^{1/2}_q = \left\{ \varphi \in (\mathcal{F}(\mathbb{R}))^\ast \mid \text{if } \varphi = \sum_{n=0}^\infty \langle \cdot ; s_n, f_n \rangle, \text{ then } \sum_{n=1}^\infty nn!q^{2n} ||f_n||_0^2 < \infty \right\}.
\]

If \( \varphi \in \mathcal{W}^{1/2}_q \), then we define\n
\[
|||\varphi|||_{q, 1/2} = \sqrt{\sum_{n=1}^\infty nn!q^{2n} ||f_n||_0^2}.
\]

**Theorem 3.9.** Let \( \nu \) be a measure on the Borel subsets of \( \mathbb{R} \). If \( \nu \) is absolutely continuous with respect to the Lebesgue measure \( dt \) and its Radon-Nikodym derivative \( g = d\nu/dt \in L^\infty(\mathbb{R}) \), then, for all functions \( \varphi \in \mathcal{W}^{1/2}_q \),

\[
\Gamma(g)\varphi = \Gamma(0)\varphi + \int_\mathbb{R} \partial_t^* \Gamma_{(1, -\infty, t]}(g) \partial_t \varphi d\nu(t).
\]
Proof. If \( g(x) \equiv 0 \) almost everywhere, then \( \nu \equiv 0 \) and the theorem is trivially true. We assume that \( \|g\|_\infty > 0 \). For all \( \psi \in \mathcal{S}(\mathbb{R}) \), the function \( t \mapsto \langle \partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t \psi, \psi \rangle \) is measurable. Therefore, the function \( t \mapsto \partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t \psi \) is weakly measurable. Also, for all \( \psi \in \mathcal{S}(\mathbb{R}) \), we have

\[
\int_{\mathbb{R}} |\langle \partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t \psi, \psi \rangle| \, d\nu(t) \\
= \int_{\mathbb{R}} |\langle \Gamma(1_{(-\infty,t]} g) \partial_t \psi, \partial_t \psi \rangle| \, d\nu(t) \\
\leq \int_{\mathbb{R}} \|\Gamma(1_{(-\infty,t]} g) \partial_t \psi\|_0 \|\partial_t \psi\|_0 \, d\nu(t) \\
\leq \left[ \int_{\mathbb{R}} \|\partial_t \psi\|_0^2 \, d\nu(t) \right]^{1/2} \left[ \int_{\mathbb{R}} \|\partial_t \psi\|_0^2 \, d\nu(t) \right]^{1/2}. \tag{3.24}
\]

Let \( \varphi = \sum_{n=0}^\infty (\cdot \otimes_n, f_n) \). Then we have

\[
\int_{\mathbb{R}} \|\Gamma(1_{(-\infty,t]} g) \partial_t \varphi\|_0^2 \, d\nu(t) = \int_{\mathbb{R}} \sum_{n=1}^\infty (n-1)! \, n(1_{(-\infty,t]} g)^{(n-1)} f_n(t, \cdot) \, \|\partial_t \varphi\|_0^2 \, d\nu(t) \\
= \int_{\mathbb{R}} \sum_{n=1}^\infty n^2 (n-1)! \, (1_{(-\infty,t]} g)^{(n-1)} f_n(t, \cdot) \, \|\partial_t \varphi\|_0^2 \, d\nu(t) \tag{3.25} \\
\leq \int_{\mathbb{R}} \sum_{n=1}^\infty nn! \|1_{(-\infty,t]} g\|_\infty^{2(n-1)} \|f_n(t, \cdot)\|_0^2 \, d\nu(t). 
\]

Since \( d\nu(t) = g(t) \, dt \), we obtain

\[
\int_{\mathbb{R}} \|\Gamma(1_{(-\infty,t]} g) \partial_t \varphi\|_0^2 \, d\nu(t) \leq \int_{\mathbb{R}} \sum_{n=1}^\infty nn! \|1_{(-\infty,t]} g\|_\infty^{2(n-1)} \|f_n(t, \cdot)\|_0^2 \|g\|_\infty \, dt \\
\leq \int_{\mathbb{R}} \sum_{n=1}^\infty nn! \|g\|_\infty^{2(n-1)} \|f_n(t, \cdot)\|_0^2 \|g\|_\infty \, dt \\
= \sum_{n=1}^\infty nn! \|g\|_\infty^{2n-1} \int_{\mathbb{R}} \|f_n(t, \cdot)\|_0^2 \, dt \\
= \sum_{n=1}^\infty \|g\|_\infty^{2n-1} nn! \|f_n\|_0^2 \\
= \frac{1}{\|g\|_\infty} \|\varphi\|_0^2 \|g\|_\infty^{1/2} < \infty. \tag{3.26}
\]

Similarly, we have

\[
\int_{\mathbb{R}} \|\partial_t \psi\|_0^2 \, d\nu(t) \leq \int_{\mathbb{R}} \|\partial_t \psi\|_0^2 \|g\|_\infty \, dt \leq \|g\|_\infty \int_{\mathbb{R}} \|\partial_t \psi\|_0^2 \, dt < \infty. \tag{3.27}
\]

Thus, \( \int_{\mathbb{R}} \partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t \varphi \, d\nu(t) \) exists in the Pettis sense.
For any \( \theta \in \mathcal{S}'(\mathbb{R}) \) we denote \( F_\theta = : e^{(\cdot, \theta)} : \). We will prove first the theorem for an exponential function \( F_\eta \), where \( \eta \in L^2(\mathbb{R}) \). To prove the above equality, we use the \( S \)-transform. Let \( \xi \in \mathcal{S}'(\mathbb{R}) \). We have

\[
S \left( \Gamma(0) F_\eta + \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t F_\eta d\nu(t) \right) (\xi)
\]

\[
= S(\Gamma(0) F_\eta)(\xi) + S \left( \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t F_\eta d\nu(t) \right)(\xi)
\]

\[
= 1 + \int_\mathbb{R} S(\partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t F_\eta)(\xi) d\nu(t)
\]

\[
= 1 + \int_\mathbb{R} \langle \delta_t, \xi \rangle S(\Gamma(1_{(-\infty,t]} g) \partial_t F_\eta)(\xi) d\nu(t)
\]

\[
= 1 + \int_\mathbb{R} \eta(t) \xi(t) S(\Gamma(1_{(-\infty,t]} g) F_\eta)(\xi) d\nu(t).
\]

But \( \Gamma(1_{(-\infty,t]} g) F_\eta = F_1_{(-\infty,t]} \hat{g} \eta \). Hence, we get

\[
S \left( \Gamma(0) F_\eta + \int_\mathbb{R} \partial_t^* \Gamma(1_{(-\infty,t]} g) \partial_t F_\eta d\nu(t) \right) (\xi)
\]

\[
= 1 + \int_\mathbb{R} \eta(t) \xi(t) S(F_1_{(-\infty,t]} \hat{g} \eta)(\xi) d\nu(t)
\]

\[
= 1 + \int_\mathbb{R} \eta(t) \xi(t) \langle F_1_{(-\infty,t]} \hat{g} \eta, F_\xi \rangle d\nu(t)
\]

\[
= 1 + \int_\mathbb{R} \eta(t) \xi(t) e^{1_{(-\infty,t]} g \eta} g(t) dt
\]

\[
= 1 + \int_\mathbb{R} g(t) \eta(t) \xi(t) e^{\int_{-\infty}^t g(s) \eta(s) \xi(s) ds} dt
\]

\[
= 1 + e^{\int_{-\infty}^t g(s) \eta(s) \xi(s) ds} - 1
\]

\[
= e^{\langle \hat{g} \eta, \xi \rangle}
\]

\[
= S(F_{\hat{g} \eta})(\xi)
\]

\[
= S(\Gamma(g) F_\eta)(\xi).
\]

The theorem can then be checked to hold for all \( \|g\|_\infty \)-functions by a limiting process in the same way as classical Clark-Ocone formula.
**Observation 3.10.** If we think of $1_{(-\infty,t]}$ as being a multiplication operator, then the following equality holds:

$$1_{(-\infty,t]} = \int_{-\infty}^{t} \langle \delta_s, \cdot \rangle \delta_s ds,$$  \hspace{1cm} (3.30)

in the following sense:

$$\forall f, g \in \mathcal{S}(\mathbb{R}), \quad \int_{\mathbb{R}} 1_{(-\infty,t]}(s)f(s)g(s)ds = \int_{-\infty}^{t} \langle \delta_s, f \rangle \langle \delta_s, g \rangle ds.$$  \hspace{1cm} (3.31)

If we regard $1_{(-\infty,t]}$ and $\int_{-\infty}^{t} \langle \delta_s, \cdot \rangle \delta_s ds$ as elements of the space $B(\mathcal{S}(\mathbb{R}) \times \mathcal{S}(\mathbb{R}), \mathbb{R})$, then the above observation says that these two operators are the same. We may also write $\int_{-\infty}^{t} \langle \delta_s, \cdot \rangle \delta_s ds$ in the form $\int_{-\infty}^{t} \delta_s^* \delta_s ds$.

Let $\{e_t\}_{t \in \mathbb{R}} \subset \mathcal{S}'(\mathbb{R})$ and $\{f_t\}_{t \in \mathbb{R}} \subset \mathcal{S}'(\mathbb{R})$ such that, for all $h \in \mathcal{S}(\mathbb{R})$, the functions $t \mapsto \langle e_t, h \rangle$ and $t \mapsto \langle f_t, h \rangle$ are measurable and there exist two positive numbers $u$ and $M$ such that, for all $h \in \mathcal{S}(\mathbb{R})$, we have $\int_{\mathbb{R}} |\langle e_t, h \rangle|^2 dt \leq M \cdot |h|^2_u$ and $\int_{\mathbb{R}} |\langle f_t, h \rangle|^2 dt \leq M \cdot |h|^2_u$. Then we may define the operator $T \in B(\mathcal{S}(\mathbb{R}) \times \mathcal{S}(\mathbb{R}), \mathbb{R})$ by the formula

$$T(g, h) = \int_{\mathbb{R}} \langle e_t, g \rangle \cdot \langle f_t, h \rangle dt.$$  \hspace{1cm} (3.32)

$T$ is a continuous operator and, since $\mathcal{S}(\mathbb{R})$ is a nuclear space, by the abstract kernel theorem, there exists a unique bounded linear operator $P: \mathcal{S}(\mathbb{R}) \to \mathcal{S}'(\mathbb{R})$ such that for all $g, h \in \mathcal{S}(\mathbb{R})$, we have

$$T(g, h) = \langle Pg, h \rangle.$$  \hspace{1cm} (3.33)

We will write

$$P = \int_{\mathbb{R}} \langle e_t, \cdot \rangle f_t dt$$  \hspace{1cm} (3.34)

or

$$P = \int_{\mathbb{R}} f_t^* e_t dt.$$  \hspace{1cm} (3.35)

The abstract kernel theorem further guarantees the existence of two positive numbers $p$ and $q$ such that $P: \mathcal{S}(\mathbb{R}) \to \mathcal{S}'(\mathbb{R})_q$ is a Hilbert-Schmidt operator, therefore bounded. Thus, there exist $p, q$, and $C > 0$ such that

$$\forall g \in \mathcal{S}(\mathbb{R}), \quad |Pg|_q \leq C \cdot |g|_p.$$  \hspace{1cm} (3.36)

We may define the second quantization operator of $P$ as $\Gamma(P): (\mathcal{S}(\mathbb{R}))^* \to (\mathcal{S}(\mathbb{R}))^*$ in the following way: if $\varphi = \sum_{n=0}^{\infty} \langle \cdot \cdot ^n \cdot , g_n \rangle \in (\mathcal{S}(\mathbb{R}))$, where for all $n \geq 0, g_n \in \mathcal{S}(\mathbb{R})^\circ n$, then

$$\Gamma(P) \varphi = \sum_{n=0}^{\infty} \langle \cdot \cdot ^n \cdot , P^* g_n \rangle.$$  \hspace{1cm} (3.37)
As an observation, $\Gamma(P)$ is a bounded linear operator from $(\mathcal{F}(\mathbb{R}))$ into $(\mathcal{F}(\mathbb{R}))^*$. For any $t \in \mathbb{R}$, we can also define the operator $P_t = \int_{-\infty}^{t} (e_s, \cdot) f_s \, ds$ as $P_t = \int_{\mathbb{R}} (e'_s, \cdot) f'_s \, ds$, where

$$e'_s = \begin{cases} e_s & \text{if } s \leq t, \\ 0 & \text{if } s > t, \end{cases} \quad f'_s = \begin{cases} f_s & \text{if } s \leq t, \\ 0 & \text{if } s > t. \end{cases} \quad (3.38)$$

Now, we will define a bounded linear operator $\int_{\mathbb{R}} D^*_f \Gamma(P_t) D_{e_t} \, dt$ from $(\mathcal{F}(\mathbb{R}))$ into $(\mathcal{F}(\mathbb{R}))^*$. Before doing this, we find an estimation for the integral $\int_{\mathbb{R}} \|D_f \psi\|^2 \, dt$, where $k$ is a real number and $\psi \in (\mathcal{F}(\mathbb{R}))$. Let $\psi = \sum_{n=0}^{\infty} \langle \cdot, a_n \rangle h_n$, where $h_n \in E^0_{\infty}$, for all $n \geq 0$. Each $h_n$ can be written as

$$h_n = \sum_{i_1, i_2, \ldots, i_n} a_{i_1 i_2 \ldots i_n} e'_1 e'_2 \ldots e'_{i_n}, \quad (3.39)$$

where $a_{i_1 i_2 \ldots i_n} \in \mathbb{R}$ and $e'_1, e'_2, \ldots$ is an orthonormal basis of $E = L^2(\mathbb{R})$ given by eigenvectors of the operator $A$ corresponding to the eigenvalues $\lambda_1, \lambda_2, \ldots$. Also, for any permutation $\sigma$ of the set $\{1, 2, \ldots, n\}$, we have $a_{i_{\sigma(1)} i_{\sigma(2)} \ldots i_{\sigma(n)}} = a_{i_1 i_2 \ldots i_n}$.

For all $t \in \mathbb{R}$ and $n \in \mathbb{N}$, we have

$$\int_{\mathbb{R}} \left| f_t \otimes_1 h_n \right|^2 \, dt = \int_{\mathbb{R}} \left| \sum_{i_1, i_2, \ldots, i_n} a_{i_1 i_2 \ldots i_n} \langle f_t, e'_{i_1} \rangle e'_{i_2} \ldots e'_{i_n} \right|^2 \, dt$$

$$= \int_{\mathbb{R}} \sum_{i_1, i_2, \ldots, i_n} \sum_{j_1, j_2, \ldots, j_n} a_{i_1 i_2 \ldots i_n} \overline{a}_{j_1 j_2 \ldots j_n} \langle f_t, e'_{i_1} \rangle \langle f_t, e'_{j_1} \rangle \lambda_{i_1}^{j_1} \lambda_{i_2}^{j_2} \lambda_{i_3}^{j_3} \cdots \lambda_{i_n}^{j_n} \langle e'_{i_2}, e'_{j_2} \rangle \cdots \langle e'_{i_n}, e'_{j_n} \rangle \, dt$$

$$= \int_{\mathbb{R}} \sum_{i_1, i_2, \ldots, i_n} \sum_{j_1} a_{i_1 i_2 \ldots i_n} \overline{a}_{j_1 i_1 i_2 \ldots i_n} \langle f_t, e'_{i_1} \rangle \langle f_t, e'_{j_1} \rangle \lambda_{i_2}^{j_1} \lambda_{i_3}^{j_1} \cdots \lambda_{i_n}^{j_1} \, dt$$

$$= \int_{\mathbb{R}} \sum_{i_1, i_2, \ldots, i_n} \lambda_{i_2}^{j_1} \lambda_{i_3}^{j_1} \cdots \lambda_{i_n}^{j_1} \sum_{i_1} a_{i_1 i_2 \ldots i_n} \overline{a}_{j_1 i_1 i_2 \ldots i_n} \langle f_t, e'_{i_1} \rangle \langle f_t, e'_{j_1} \rangle \, dt$$

$$= \int_{\mathbb{R}} \sum_{i_1, i_2, \ldots, i_n} \lambda_{i_2}^{j_1} \lambda_{i_3}^{j_1} \cdots \lambda_{i_n}^{j_1} \sum_{i_1} a_{i_1 i_2 \ldots i_n} \overline{a}_{j_1 i_1 i_2 \ldots i_n} \langle f_t, e'_{i_1} \rangle \, dt$$

$$= \sum_{i_1, i_2, \ldots, i_n} \lambda_{i_2}^{j_1} \lambda_{i_3}^{j_1} \cdots \lambda_{i_n}^{j_1} \int_{\mathbb{R}} \left| \sum_{i_1} a_{i_1 i_2 \ldots i_n} \langle f_t, e'_{i_1} \rangle \right|^2 \, dt$$

$$\leq \sum_{i_1, i_2, \ldots, i_n} \lambda_{i_2}^{j_1} \lambda_{i_3}^{j_1} \cdots \lambda_{i_n}^{j_1} \left| \sum_{i_1} a_{i_1 i_2 \ldots i_n} e'_{i_1} \right|^2_u \tag{3.39}$$
\[ M \sum_{i_2, \ldots, i_n} \lambda_{i_2}^{2k} \cdots \lambda_n^{2k} \sum_{i_1} |a_{i_1 i_2 \cdots i_n}|^2 \lambda_{i_1}^{2u} \]

\[ \leq M \sum_{i_1, i_2, \ldots, i_n} \lambda_{i_1}^{2\max(k, u)} \lambda_{i_2}^{2\max(k, u)} \cdots \lambda_n^{2\max(k, u)} |a_{i_1 i_2 \cdots i_n}|^2 \]

\[ = M |H_n|^2_{\max(k, u)}. \quad (3.40) \]

Let \( v = \max(k, u) \). Then

\[ \int_{\mathbb{R}} \|D_{f_l} \psi\|^2_k dt = \int_{\mathbb{R}} \left\| \sum_{n=1}^{\infty} \left\langle \cdot \otimes (n-1); n f_l \otimes h_n \right\rangle \right\|^2_k dt \]

\[ = \int_{\mathbb{R}} \sum_{n=1}^{\infty} (n-1)! n^2 |f_l \otimes h_n|^2_k dt \]

\[ = \sum_{n=1}^{\infty} n! n \int_{\mathbb{R}} |f_l \otimes h_n|^2_k dt \]

\[ \leq \sum_{n=1}^{\infty} n! n M |h_n|^2_v \]

\[ \leq \sum_{n=1}^{\infty} n! 2^n M |h_n|^2_v \]

\[ \leq \sum_{n=1}^{\infty} n! 2^n M |h_n|^2_v \]

\[ \leq \sum_{n=1}^{\infty} n! 2^n M |h_n|^2_v \]

\[ \leq \sum_{n=0}^{\infty} n! M |h_n|^2_v \]

\[ = M \|\psi\|^2_{v+l}, \quad (3.41) \]

where \( l \) is a large number chosen such that \( \lambda_1^{2l} \geq 2 \).

We consider the bilinear map \( A : (\mathcal{S}(\mathbb{R})) \times (\mathcal{S}(\mathbb{R})) \to \mathbb{C} \) defined by

\[ A(\varphi, \psi) = \int_{\mathbb{R}} \langle \langle D_{f_l}^* \Gamma(P_t) D_{e_l} \varphi, \psi \rangle \rangle dt. \quad (3.42) \]

It turns out that \( A \) is a continuous bilinear map and, since \( (\mathcal{S}(\mathbb{R})) \) is a nuclear space, by the abstract kernel theorem, there exists a unique bounded operator \( B : (\mathcal{S}(\mathbb{R})) \to (\mathcal{S}(\mathbb{R}))^* \) such that, for all \( \varphi, \psi \in (\mathcal{S}(\mathbb{R})) \), we have

\[ A(\varphi, \psi) = \langle \langle B \varphi, \psi \rangle \rangle. \quad (3.43) \]

We denote this operator \( B \) by \( \int_{\mathbb{R}} D_{f_l}^* \Gamma(P_t) D_{e_l} dt \).

**Theorem 3.11.** Using the above notations,

\[ \Gamma(P) = \Gamma(0) + \int_{\mathbb{R}} D_{f_l}^* \Gamma(P_t) D_{e_l} dt. \quad (3.44) \]
**Proof.** Since $\Gamma(P)$ and $\Gamma(0) + \int_{\mathbb{R}} D^*_f \Gamma(P_t) D_{e_t} dt$ are continuous and linear operators, to prove that they are equal, it is enough to check that they produce the same result when they are applied to exponential functions. For any $\eta \in \mathcal{F}(\mathbb{R}),$ we denote $F_\eta = e^{\langle \cdot, \eta \rangle}.$ We want to prove that $\Gamma(P) F_\eta = \Gamma(0) F_\eta + \int_{\mathbb{R}} D^*_f \Gamma(P_t) D_{e_t} dt F_\eta.$ To do this, we will use the $S$-transform. For all $\xi \in \mathcal{F}(\mathbb{R}),$ we have

\[
S \left( \Gamma(0) F_\eta + \int_{\mathbb{R}} D^*_f \Gamma(P_t) D_{e_t} dt F_\eta \right)(\xi)
\]

\[
= S(\Gamma(0) F_\eta)(\xi) + S \left( \int_{\mathbb{R}} D^*_f \Gamma(P_t) D_{e_t} dt F_\eta \right)(\xi)
\]

\[
= S(1)(\xi) + S \left( \int_{\mathbb{R}} D^*_f \Gamma(P_t) D_{e_t} dt F_\eta \right)(\xi)
\]

\[
= \langle \langle 1, F_\xi \rangle \rangle + \left( \int_{\mathbb{R}} \langle \langle D^*_f \Gamma(P_t) D_{e_t} dt F_\eta, F_\xi \rangle \rangle dt \right)
\]

\[
= 1 + \int_{\mathbb{R}} \langle \langle D^*_f \Gamma(P_t) D_{e_t} F_\eta, F_\xi \rangle \rangle dt
\]

\[
= 1 + \int_{\mathbb{R}} \langle \langle \Gamma(P_t) D_{e_t} F_\eta, D^*_f F_\xi \rangle \rangle dt
\]

\[
= 1 + \int_{\mathbb{R}} \langle \langle \Gamma(P_t) (e_t, \eta), (f_t, \xi) \rangle \rangle dt
\]

\[
= 1 + \int_{\mathbb{R}} \langle e_t, \eta \rangle \langle f_t, \xi \rangle \langle \langle \Gamma(P_t) F_\eta, F_\xi \rangle \rangle dt
\]

\[
= 1 + \int_{\mathbb{R}} \langle e_t, \eta \rangle \langle f_t, \xi \rangle e^{\langle P_t \eta, \xi \rangle} dt
\]

\[
= 1 + \int_{\mathbb{R}} \langle e_t, \eta \rangle \langle f_t, \xi \rangle e^{\int_{-\infty}^{t} \langle e_s, \eta \rangle \langle f_s, \xi \rangle ds} dt
\]

\[
= 1 + e^{\int_{-\infty}^{t} \langle e_s, \eta \rangle \langle f_s, \xi \rangle ds} \bigg|_{-\infty}^{+\infty}
\]

\[
= 1 + e^{\int_{-\infty}^{+\infty} \langle e_s, \eta \rangle \langle f_s, \xi \rangle ds} - 1
\]

\[
= e^{\langle P_t \eta, \xi \rangle}
\]

\[
= \langle \langle F_{P\eta}, F_\xi \rangle \rangle
\]

\[
= \langle \langle \Gamma(P) F_\eta, F_\xi \rangle \rangle
\]

\[
= S(\Gamma(P) F_\eta)(\xi).
\]

\[
3.45
\]

**Application 3.12.** Consider the following white noise initial value problem:

\[
\frac{dQ}{dt} = D^*_f Q D_{e_t}, \quad Q(0) = E[\cdot],
\]

\[
3.46
\]
where \( Q: [0, \varepsilon) \to L((S(\mathbb{R})), (S(\mathbb{R}))^*) \) and \( E[\cdot] \) denotes the operator that associates to each test function its expectation. Here, \( L((S(\mathbb{R})), (S(\mathbb{R}))^*) \) denotes the space of bounded linear maps from \( (S(\mathbb{R})) \) into \( (S(\mathbb{R}))^* \).

This initial value problem is similar to the classical birth-and-death differential equation

\[
\frac{dP}{dt} = (\beta(t) - \delta(t))P, \quad P(0) = P_0,
\]

(3.47)

where \( P(t) \) denotes the size of a population at time \( t \), \( \beta(t) \) is the birthrate at time \( t \), and \( \delta(t) \) is the death rate at time \( t \). In the white noise problem, the birthrate \( \beta(t) \) is replaced by the creation operator \( D^* f_t \), while the death rate \( \delta(t) \) is replaced by the annihilation operator \( D_{e_t} \). Theorem 3.11 tells us that the solution of the above white noise initial value problem, in the weak sense, is \( Q(t) = \Gamma(P_t) \), where \( P_t = \int_0^t f^*_s e_s ds \).
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