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We consider some geometric aspects of regular eigenvalue problems of an arbitrary order. First, we clarify a natural geometric structure on the space of boundary conditions. This structure is the base for studying the dependence of eigenvalues on the boundary condition involved, and reveals new properties of these eigenvalues. Then, we solve the selfadjointness condition explicitly and obtain a manifold structure on the space of selfadjoint boundary conditions and several other consequences. Moreover, we give complete characterizations of several subsets of boundary conditions such as the set of all complex boundary conditions having a given complex number as an eigenvalue, and describe some of them topologically. The shapes of some of these subsets are shown to be independent of the quasidifferential equation in question.
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1. Introduction. The study of regular spectral problems for linear ordinary differential equations (more generally, quasidifferential equations, to be abbreviated as QDEs) originated from a series of seminal papers of Sturm and Liouville in 1836/1837, while the singular case started with the celebrated work of Weyl in 1910 introducing the limit-point and limit-circle dichotomy. Another important milestone in this area is the Glazman-Krein-Na˘ımark (GKN) theorem [18] of 1950, see also [4, 7, 8, 20] for generalizations (which will be included in the theorem). This theorem gives a one-to-one correspondence between the selfadjoint differential operators in a Hilbert function space representing a given QDE and the unitary isometries on an appropriate finite-dimensional subspace (or equivalently, certain Lagrange subspaces of some finite-dimensional quotient space, see [5, 6]). In the regular case and some subcases of the singular case, the GKN theorem also yields a characterization of the selfadjoint operators in terms of (linear) complex boundary conditions (BCs).

In this paper, we only consider regular problems. In this case, the GKN characterization of selfadjointness in terms of a complex BC can be simply expressed as the algebraic condition

\[ AE A^T = B E B^T, \]

where \( E \) is a fixed matrix, see (2.23), while \( A \) and \( B \) come from the coefficient matrix \((A \mid B)\) of the BC. Note that the coefficient matrix \((A \mid B)\) is unique only up to left multiplications by nonsingular \( n \times n \) complex matrices, where \( n \) is the order of the
QDE. If \( n = 2 \), then \( (A \mid B) \) can be chosen to equal

\[
\begin{pmatrix}
\cos \alpha & -\sin \alpha & 0 & 0 \\
0 & 0 & \cos \beta & -\sin \beta
\end{pmatrix}
\]  

(1.2)

with \( \alpha \in [0, \pi) \) and \( \beta \in (0, \pi]\), or

\[
\begin{pmatrix}
e^{iy}k_{11} & e^{iy}k_{12} & -1 & 0 \\
e^{iy}k_{21} & e^{iy}k_{22} & 0 & -1
\end{pmatrix}
\]  

(1.3)

with \( \gamma \in [0, \pi) \), \( k_{11}, k_{12}, k_{21}, k_{22} \in \mathbb{R} \), and \( k_{11}k_{22} - k_{12}k_{21} = 1 \). Since the determinant 1 condition \( k_{11}k_{22} - k_{12}k_{21} = 1 \) can be explicitly solved, we see that the selfadjoint BCs of order 2 are explicitly given by (1.2) and (1.3). It seems to us that order 2 is the only order where the selfadjoint BCs are all explicitly known.

For some purposes (such as the situations where one wants to use all the selfadjoint BCs close to a given selfadjoint BC in some sense), the forms of selfadjoint BCs given by (1.2) and (1.3) are not convenient. The reason is very simple: selfadjoint BCs of the form (1.3) can be close to a selfadjoint BC of the form (1.2). Actually, in [1, 9, 12, 14], the subset

\[
\left\{ \begin{pmatrix} 1 & r & 0 & \mathbb{C} \\ 0 & z & -1 & s \end{pmatrix}; \; r, s \in \mathbb{R}, \; z \in \mathbb{C} \right\}
\]  

(1.4)

of (coefficient matrices of) selfadjoint BCs of order 2 and three similar ones proved to be more suitable to such situations. Note that these subsets are open under the topology on the set \( \mathcal{B}_2^\mathbb{C} \) of all selfadjoint BCs of order 2 induced from the Grassmann manifold topology on the set of all complex BCs of order 2, each of them can be identified with \( \mathbb{R}^4 \), and they together form an atlas of coordinate charts on \( \mathcal{B}_2^\mathbb{C} \) (and hence \( \mathcal{B}_2^\mathbb{C} \) is a real-analytic manifold).

One of the main results of this paper is a successful generalization of the subsets of selfadjoint BCs of the form in (1.4) to an arbitrary order, see Lemmas 3.10 and 3.17 together with Lemma 3.8, (3.22), and (3.45). For example, any selfadjoint BC of order 3 is in the open set

\[
\left\{ \begin{pmatrix} 1 & 0 & -\frac{1}{2}v\bar{\nu} + ir & 0 & v & -u - v\bar{z} \\ 0 & 1 & -e^{i\alpha}\bar{\nu} & 0 & e^{i\alpha} & -e^{i\alpha}\bar{z} \\ 0 & 0 & u & -1 & z & -\frac{1}{2}z\bar{z} + is \end{pmatrix}; \; r, s \in \mathbb{R}, \; u, v, z \in \mathbb{C} \right\}
\]  

(1.5)

or one of three similar open sets. In this way, we not only explicitly solve the selfadjointness condition (1.1), but also obtain a manifold structure on the space of selfadjoint BCs (see Theorems 3.11, 3.15, 3.18, and 3.21). To the best of our knowledge, for the orders greater than or equal to 3, the selfadjointness condition is explicitly solved for the first time. We believe that this explicit representation of the selfadjoint BCs is an important preparation for an in-depth study of the dependence of the eigenvalues of a selfadjoint problem on its BC for the orders greater than or equal to 3 (see, e.g., [1, 3, 9, 12, 14] for order 2), and we plan to undertake this task in forthcoming publications.
We would like to mention here that by a dimension count, a selfadjoint operator corresponding to the QDE is generically represented by more than one selfadjoint BC (see Remark 3.12 for details). Therefore, it is interesting to determine which selfadjoint BCs represent the same selfadjoint operator.

Under our explicit representation of the selfadjoint BCs, one directly sees how many algebraic equations in a selfadjoint BC can be only at the left-end point of the interval of the QDE and how many only at the right-end point. The two numbers must equal each other (see Corollaries 3.14 and 3.20). When these two numbers are fixed, one even sees the dimension of the subspace of such selfadjoint BCs. In particular, separated selfadjoint BCs only occur when the order \( n \) is even. The subspace \( \mathcal{B}_n^{C,s} \) of such selfadjoint BCs is a manifold of (real) dimension \( n^2/2 \). The subspace of real separated selfadjoint BCs is a submanifold of \( \mathcal{B}_n^{C,s} \) and has a dimension of \( n^2/4 + n/2 \). This shows that when the order is even and greater than or equal to 4, almost all separated selfadjoint BCs are nonreal. The existence of nonreal separated selfadjoint BCs for these orders was first shown by Everitt and Markus in [5]. Using our representation of the selfadjoint BCs, one can directly write down all these selfadjoint BCs.

Our method also applies to the singular case as long as the selfadjointness condition can be expressed as algebraic equations of a form similar to (1.1). In particular, if the two endpoints of the interval of a singular QDE are both of the limit-circle type, then the selfadjoint BCs can be explicitly written down in the same way as in the regular case. We remark that [5, 6] provide some new information about how many and/or what kind of algebraic equations there are in a singular selfadjoint BC.

In the last section of this paper, Section 4, we first discuss some Lie group actions on spaces of BCs. Then, for a given QDE of order \( n \) and each complex number \( \lambda \), we show that there is a unique complex BC having \( \lambda \) as an eigenvalue of geometric multiplicity \( n \), and we find the BC. We also characterize the set of complex BCs having \( \lambda \) as an eigenvalue and the set of real BCs having a real number \( \lambda \) as an eigenvalue. The determination of these two sets uses the above Lie group actions. Moreover, we also present a topological description of each of these two sets.

2. Notation and basic results. In this section, we introduce our notation and recall some basic facts about QDEs and their boundary value problems (BVPs).

For any \( n, m \in \mathbb{N} \), we use \( M_{n,m}(\mathbb{C}) \) to denote the vector space of \( n \times m \) matrices with complex entries and \( M_{n,m}^*(\mathbb{C}) \) its open subset consisting of the elements with the maximum rank \( \min\{n,m\} \). We define \( M_{n,m}(\mathbb{R}) \) and \( M_{n,m}^*(\mathbb{R}) \) in a similar way. When a capital Latin or Greek letter stands for a matrix, the entries of the matrix will be denoted by the corresponding lower case letter with two indices. If \( A \in M_{n,m}(\mathbb{C}) \), then \( A^t \) and \( A^* \) are the transpose and the complex conjugate transpose of \( A \), respectively. The general linear group \( \text{GL}(n,\mathbb{C}) := M_{n,n}(\mathbb{C}) \) is a complex Lie group under the matrix multiplication, while the special linear group \( \text{SL}(n,\mathbb{C}) \) consists of the elements of \( \text{GL}(n,\mathbb{C}) \) with determinant 1 and is a Lie subgroup of \( \text{GL}(n,\mathbb{C}) \). One defines \( \text{GL}(n,\mathbb{R}) \) and \( \text{SL}(n,\mathbb{R}) \) similarly. Let \( J \) be an open interval, bounded or unbounded. Assume that \( S \) is one of the spaces \( C^s, \mathbb{R}^n, M_{n,m}(\mathbb{C}), \) and \( M_{n,m}(\mathbb{R}) \). We denote by \( L(J,S) \) the space of Lebesgue integrable \( S \)-valued functions on \( J \), and \( AC_{\text{loc}}(J,S) \) the space of \( S \)-valued functions which are absolutely continuous on all compact subintervals of \( J \).
For the rest of this paper, we fix \( n \in \mathbb{N} \) satisfying \( n \geq 2 \) and \( J = (a,b) \) with
\[
-\infty \leq a < b \leq +\infty.
\] (2.1)
Assume that \( F \in L(J, M_{n,n}(\mathbb{C})) \) satisfies
\[
\begin{align*}
 f_{i,i+1} &\neq 0 \text{ a.e. on } J \text{ for } 1 \leq i \leq n-1, \\
 f_{i,j} &\neq 0 \text{ a.e. on } J \text{ for } 2 \leq i+1 < j \leq n.
\end{align*}
\] (2.2)
We define \( I_0 = L(J, \mathbb{C}) \), \( \gamma^{[0]} = \gamma \) for \( \gamma \in I_0 \), and
\[
\begin{align*}
 I_i &\equiv \{ \gamma \in I_{i-1}; \gamma^{[i-1]} \in AC_{loc}(J, \mathbb{C}) \}, \\
 \gamma^{[i]} &\equiv \left( \frac{\gamma^{[i-1]}}{f_{i,i+1}} \right)' - \sum_{j=1}^{i} f_{i,j} \gamma^{[j-1]} \quad \text{for } \gamma \in I_i,
\end{align*}
\] (2.3)
(2.4)
for \( i = 1,2,\ldots,n \), where \( f_{n,n+1} = 1 \). We will set
\[
Q\gamma = i^n \gamma^{[n]} \quad \text{for } \gamma \in I_n.
\] (2.5)
The expression \( Q\gamma \) is called the \textit{quasi-differential expression} in \( \gamma \) associated with \( F \). For \( \gamma \in I_i \), where \( 0 \leq i \leq n \), the function \( \gamma^{[i]} \) is called the \textit{i-th quasiderivative} of \( \gamma \) associated with \( F \). The subject of our study is the regular QDE
\[
Q\gamma = \lambda w\gamma \quad \text{on } J,
\] (2.6)
associated with \( F \) and a weight \( w \in L(J, \mathbb{C}) \), where \( \lambda \in \mathbb{C} \) is the so-called spectral parameter. By a \textit{solution} of (2.6) we mean a function \( \gamma \in I_n \) satisfying (2.6) a.e.

Throughout this paper, we will \textit{always} assume that \( F \in L(J, M_{n,n}(\mathbb{C})) \) satisfies (2.2); and \( w \in L(J, \mathbb{C}) \) satisfies that
\[
w \text{ is not a.e. } 0 \quad \text{on } J.
\] (2.7)
Even though (2.7) will not be needed for every result, we include it in our assumptions for the simplicity of our statements.

For any \( \gamma \in I_n \), we will also use the notation
\[
Y = \begin{pmatrix}
\gamma^{[0]} \\
\gamma^{[1]} \\
\vdots \\
\gamma^{[n-1]}
\end{pmatrix}.
\] (2.8)
Then, (2.6) is equivalent to its \textit{matrix form}
\[
Y' = (F + (-i)^n \lambda W)Y \quad \text{on } J,
\] (2.9)
where \( W = (w_{ij})_{n \times n} \) is the matrix such that \( w_{11} = w \) and \( w_{ij} = 0 \) otherwise. By the theory of first-order linear DEs, for any solution \( \gamma \) of (2.6), \( Y \) has finite continuous extensions to the endpoints \( a \) and \( b \) (even when one or both of \( a \) and \( b \) are infinite).
With the obvious topology on $[-\infty, +\infty]$, the following results are standard in the theory of first-order linear DEs.

**Theorem 2.1.** (i) For any $x_0 \in [a, b]$ and $C \in \mathbb{C}^n$, the differential equation (2.9) always has a unique solution $Y$ satisfying $Y(x_0) = C$.

(ii) As a continuous function on $[a, b]$, the above solution $Y$ depends continuously on 

$$ (x_0, C) \in [a, b] \times \mathbb{C}^n. \quad (2.10) $$

Let $\Phi(\cdot, \lambda)$ be the fundamental solution of (2.9) satisfying $\Phi(a, \cdot) = I$, where $I$ is the identity matrix. We will call $\Phi$ the *principal matrix* of (2.6). The following result is also standard in the theory of first-order linear DEs.

**Theorem 2.2.** For any $x \in \mathbb{R}$, the entries of $\Phi(x, \lambda)$ are all entire functions of $\lambda$.

When $n$ is even, say, $n = 2k$ with $k \in \mathbb{N}$, and $J$ is finite if $k \geq 2$, there is a special case of the QDE (2.6), that is, the case studied by Naïmark [18] and by Weidmann [19], see also [2]: for any

$$ \frac{1}{f_0}f_1, \ldots, f_k \in L(J, \mathbb{C}), \quad (2.11) $$

if we define

$$ F = \begin{pmatrix} 0 & 1 & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\ 0 & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 1 \\ f_k & 0 & \cdots & \cdots & \cdots & \cdots & 0 \end{pmatrix}, \quad (2.12) $$

then $F$ belongs to $L(J, M_{n,n}(\mathbb{C}))$ and satisfies (2.2), thus, can be used as the coefficient matrix of (2.6). In this case, the quasiderivatives of $y$ associated with $F$ are given by

$$ y^{(j)} = y^{(j)} \quad \text{for } j = 0, 1, \ldots, k-1, $$

$$ y^{(k)} = f_0 y^{(k)}, $$

$$ y^{(j)} = (y^{(j-1)})' - f_{j-k} y^{(n-j)} \quad \text{for } j = k+1, \ldots, n. \quad (2.13) $$
The quasi-differential expressions in $y$ associated with $F$ for $n = 2$, $n = 4$, or $n = 6$ are of special interest:

\[
Qy = - (f_0 y')' + f_1 y \quad \text{if } n = 2,
\]
\[
Qy = [(f_0 y'')' - f_1 y']' - f_2 y \quad \text{if } n = 4,
\]
\[
Qy = \{[- (f_0 y''')' + f_1 y'']' + f_2 y'\}' + f_3 y \quad \text{if } n = 6,
\]

while, in general, $Qy$ is equal to

\[
(-1)^k \{ \cdots \{ (f_0 y^{(k)})' - f_1 y^{(k-1)})' - f_2 y^{(k-2)})' - \cdots - f_{k-1} y'\}' - f_k y \}.
\]

Note that (2.11) implies that

\[
f_0 \neq 0 \quad \text{a.e. on } J.
\]

We now turn to the BVP consisting of the general QDE (2.6) and a (linear two-point) BC defined by

\[
AY(a) + BY(b) = 0,
\]

where $A, B \in \text{M}_{n,n}(\mathbb{C})$ such that $(A \mid B) \in \text{M}_{n,2n}^*(\mathbb{C})$. Note that equivalent linear algebraic equations of the form (2.17) define the same BC. Each value of $\lambda$ for which the QDE (2.6) has a nontrivial solution satisfying the BC (2.17) is called an eigenvalue of the BVP consisting of (2.6) and (2.17) and such a solution is called an eigenfunction for this eigenvalue. The vector space spanned by the eigenfunctions for an eigenvalue is the eigenspace for the eigenvalue, while the dimension of the eigenspace is called the geometric multiplicity of the eigenvalue. Since (2.6) has exactly $n$ linearly independent solutions, the geometric multiplicity of any eigenvalue is an integer not smaller than 1 and not larger than $n$.

**Theorem 2.3.** A number $\lambda \in \mathbb{C}$ is an eigenvalue of the boundary value problem consisting of (2.6) and (2.17) if and only if

\[
\Delta(\lambda) := \det (A + B\Phi(b,\lambda)) = 0.
\]

**Remark 2.4.** Actually, a number $\lambda_+ \in \mathbb{C}$ is an eigenvalue for (2.17) of geometric multiplicity $m$ if and only if $A + B\Phi(b,\lambda_+)$ has rank $n - m$; in this case, the eigenfunctions are $\sum_{i=1}^{n} c_i \phi_1(\cdot, \lambda_+)$, where the vector $c = (c_1 c_2 \cdots c_n)^t \in \mathbb{C}^n$ varies over the nonzero solutions of

\[
(A + B\Phi(b,\lambda))c = 0.
\]

We will call the important function $\Delta$, unique up to a nonzero constant multiple, the characteristic function of the BVP consisting of (2.6) and (2.17). By Theorem 2.2, $\Delta$ is an entire function. This yields the following corollary.
Corollary 2.5. There are only the following four possibilities:

(i) the problem has no eigenvalue;
(ii) the problem has a finite number of eigenvalues;
(iii) the problem has an infinite but countable number of eigenvalues, and the eigenvalues do not have any accumulation point;
(iv) every complex number is an eigenvalue.

The analytic multiplicity (or just multiplicity) of an isolated eigenvalue is the order of the eigenvalue as a zero of $\Delta$. An eigenvalue is said to be simple if it has multiplicity 1, while the eigenvalues of multiplicity 2 are called double eigenvalues. When we count the (isolated) eigenvalues of a BVP in a domain in $\mathbb{C}$, their multiplicities will be taken into account.

Let $\| \cdot \|$ be a norm on $M_{n,n}(\mathbb{C})$. A slightly different form of the following result has appeared in [13]. It is a consequence of Theorem 2.1, the entireness of $\Delta$, and Rouché’s theorem in complex analysis.

Theorem 2.6. Let $\mathfrak{R} \subset \mathbb{C}$ be a bounded open set such that its boundary does not contain any eigenvalue of the boundary value problem consisting of (2.6) and (2.17), and $m \geq 0$ the number of eigenvalues of the problem in $\mathfrak{R}$. Then, there exists a $\delta > 0$ such that the boundary value problem consisting of (2.6) and any boundary condition

$$CY(a) + DY(b) = 0 \quad (2.20)$$

satisfying

$$\|A - C\| + \|B - D\| < \delta \quad (2.21)$$

also has exactly $m$ eigenvalues in $\mathfrak{R}$.

A coefficient matrix $F$ is said to be $E$-symmetric if

$$FE + EF^* = 0, \quad (2.22)$$

where

$$E = \begin{pmatrix} 0 & \cdots & 0 & -1 \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \ddots & \ddots & \vdots \\ (-1)^{n} & 0 & \cdots & 0 \end{pmatrix}. \quad (2.23)$$

The BC (2.17) is said to be selfadjoint if

$$AEA^* = BEB^*. \quad (2.24)$$

Note that selfadjointness is well defined: the matrix $(A \mid B)$ in (2.17) satisfies (2.24) if and only if the coefficient matrix of any equivalent algebraic equation does. When $w > 0$ a.e. on $J$, the symmetry condition and the selfadjointness condition guarantee that the BVP consisting of (2.6) and (2.17) can be identified with a selfadjoint operator in the
weighted Hilbert space $L^2(J, \mathbb{C}; \omega)$, see [17, 18, 19, 20]. From this we have the following theorem.

**Theorem 2.7.** Assume that $F$ is $E$-symmetric, $\omega$ is positive a.e. on $J$, and the boundary condition (2.17) is selfadjoint. Then, the following conclusions hold.

(i) The boundary value problem consisting of (2.6) and (2.17) has a discrete spectrum consisting of an infinite but countable number of all real eigenvalues.

(ii) When the order $n \geq 2$ is odd, the spectrum is unbounded both from above and from below.

(iii) When the order $n = 2k$ with $k \in \mathbb{N}$ and the leading coefficient $f_{k,k+1}$ is positive a.e. on $J$, then the spectrum is bounded from below but not from above. Thus, the eigenvalues can be ordered into a sequence

$$\lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \cdots,$$

approaching $+\infty$ so that the number of times an eigenvalue appears in the sequence is equal to its multiplicity.

(iv) When the order $n = 2k$ with $k \in \mathbb{N}$ and the leading coefficient $f_{k,k+1}$ changes its sign on $J$, that is, both the set $\{x \in J, f_{k,k+1}(x) > 0\}$ and the set $\{x \in J, f_{k,k+1}(x) < 0\}$ have positive Lebesgue measures, then the spectrum is unbounded from above and from below.

3. **Spaces of boundary conditions.** Recall that the ($n$th order) complex BCs are represented by systems of $n$ linearly independent homogeneous equations on $Y(a)$ and $Y(b)$ with complex coefficients. Two such systems

$$AY(a) + BY(b) = 0, \quad CY(a) + DY(b) = 0$$

represent the same complex BC if and only if there exists a matrix $T \in \text{GL}(n, \mathbb{C})$ such that

$$(C|D) = (TA|TB).$$

Thus, the space $\mathcal{A}^C$ of complex BCs is just the quotient space

$$\text{GL}(n, \mathbb{C}) \setminus \mathcal{M}_{n,2n}^*(\mathbb{C}).$$

Here we put $\text{GL}(n, \mathbb{C})$ on the left in the quotient to indicate that the corresponding factors are on the left. The complex BC represented by the first system in (3.1) will be denoted by $[A \mid B]$. Note here that square brackets, not parentheses, are used. Usual bold-faced capital Latin letters, such as $A$, will also be used to denote BCs. We give the space $\mathcal{M}_{n,2n}^*(\mathbb{C})$ of $n \times 2n$ complex matrices the usual topology on $\mathbb{C}^{n \times 2n}$, then $\mathcal{M}_{n,2n}^*(\mathbb{C})$ is an open subset of $\mathcal{M}_{n,2n}^*(\mathbb{C})$. In this way, $\mathcal{A}^C$ inherits a topology, the quotient topology.

**Theorem 3.1.** The space $\mathcal{A}^C$ of $n$th-order complex boundary conditions is a connected and compact complex manifold of complex dimension $n^2$.

**Proof.** The space $\mathcal{A}^C$ is also the space of complex $n$-planes in $\mathbb{C}^{2n}$ through the origin, so it is the well-known Grassmann manifold $G_n(\mathbb{C}^{2n})$, see [10, 11].
Remark 3.2. Note that $\mathcal{A}^C \setminus \{[I|0],[0|I] - I\}$ is not compact. This is the reason for including in $\mathcal{A}^C$ the degenerated BCs $[I|0]$ and $[0|I]$.

When $n = 2$, $\mathcal{B}^C$ has the following canonical atlas of local coordinate systems:

\[
\mathcal{N}_{1,2}^C = \{[I|B]; B \in \mathbb{M}_{2,2}(\mathbb{C})\},
\]

\[
\mathcal{N}_{1,3}^C = \left\{ \begin{bmatrix} 1 & a_{12} & 0 & b_{12} \\ 0 & a_{22} & -1 & b_{22} \end{bmatrix}; a_{12}, a_{22}, b_{12}, b_{22} \in \mathbb{C} \right\},
\]

\[
\mathcal{N}_{1,4}^C = \left\{ \begin{bmatrix} 1 & a_{12} & b_{11} & 0 \\ 0 & a_{22} & b_{21} & -1 \end{bmatrix}; a_{12}, a_{22}, b_{11}, b_{21} \in \mathbb{C} \right\},
\]

\[
\mathcal{N}_{2,3}^C = \left\{ \begin{bmatrix} a_{11} & 1 & 0 & b_{12} \\ a_{21} & 0 & -1 & b_{22} \end{bmatrix}; a_{11}, a_{21}, b_{12}, b_{22} \in \mathbb{C} \right\},
\]

\[
\mathcal{N}_{2,4}^C = \left\{ \begin{bmatrix} a_{11} & 1 & b_{11} & 0 \\ a_{21} & 0 & b_{21} & -1 \end{bmatrix}; a_{11}, a_{21}, b_{11}, b_{21} \in \mathbb{C} \right\},
\]

\[
\mathcal{N}_{3,4}^C = \{[A|I]; A \in \mathbb{M}_{2,2}(\mathbb{C})\};
\]

when $n = 3$, $\mathcal{B}^C$ has the following canonical atlas of local coordinate systems:

\[
\mathcal{N}_{1,2,3}^C = \{[I|B]; B \in \mathbb{M}_{3,3}(\mathbb{C})\},
\]

\[
\mathcal{N}_{1,2,4}^C = \left\{ \begin{bmatrix} 1 & 0 & a_{13} & 0 & b_{12} & b_{13} \\ 0 & 1 & a_{23} & 0 & b_{22} & b_{23} \\ 0 & 0 & a_{33} & -1 & b_{32} & b_{33} \end{bmatrix}; a_{13}, a_{23}, a_{33}, b_{12}, b_{13}, b_{22}, b_{23}, b_{32}, b_{33} \in \mathbb{C} \right\}, \ldots,
\]

\[
\mathcal{N}_{4,5,6}^C = \{[A|I]; A \in \mathbb{M}_{3,3}(\mathbb{C})\},
\]

and so forth. Coordinate systems of the form indicated by (3.4) and (3.5) are the so-called canonical coordinate systems on $\mathcal{A}^C$. In general, for each subset $N \subset \mathbb{N}_{2n}$ with exactly $n$ elements, we will use $\mathcal{N}_N^C$ to denote the corresponding canonical coordinate system on $\mathcal{A}^C$.

Given a BC $[A \mid B]$, one can bring it into the standard form of the elements in a canonical coordinate system using the Gauss elimination. More precisely, one applies only row operations to the matrix $(A \mid B)$ such that each of some $n$ columns has exactly one nonzero entry; all these nonzero entries in the left-half block equal 1 and are in the top rows, while the ones in the right-half block equal $-1$ and are in the remaining rows; and any two of these nonzero entries are in different rows. These columns of the new matrix will be called the normalized columns, while the other columns will be called the unnormalized columns. Such a procedure will be called a normalization of $[A \mid B]$.

Similarly, the space $\mathcal{A}^R$ of $(n$th-order) real BCs is just

\[
\text{GL}(n, \mathbb{R}) \setminus \mathbb{M}_{n,2n}^*(\mathbb{R}),
\]

and we have the following result.
Theorem 3.3. The space $\mathcal{A}^R$ of $n$th-order real boundary conditions is a connected and compact real-analytic manifold of dimension $n^2$.

The space $\mathcal{A}^R$ has an atlas of canonical coordinate systems similar to the canonical coordinate systems on $\mathcal{A}^C$, and their notation is clear.

Under the Grassmann manifold structures on $\mathcal{A}^C$ and $\mathcal{A}^R$, different types of BCs (e.g., the coupled BCs, the degenerated BCs, and the separated BCs) are naturally related to each other. Moreover, by applying Theorem 2.6 to each of the canonical coordinate systems on $\mathcal{A}^C$, one deduces the following general version of the continuous dependence of eigenvalues on BC.

Theorem 3.4. Let $\mathcal{R} \subset \mathbb{C}$ be a bounded open set whose boundary does not contain any eigenvalue for a boundary condition $A \in \mathcal{A}^C$, and $m \geq 0$ the number of the eigenvalues for $A$ in $\mathcal{R}$. Then, there exists a neighborhood $\mathcal{O}$ of $A$ in $\mathcal{A}^C$ such that there are exactly $m$ eigenvalues in $\mathcal{R}$ for any boundary condition in $\mathcal{O}$.

Remark 3.5. Theorem 3.4 implies that if $\lambda_*$ is a simple eigenvalue for a BC $A \in \mathcal{A}^C$, then there is a continuous function $\Lambda : \mathcal{O} \to \mathbb{C}$ defined on a connected neighborhood $\mathcal{O}$ of $A$ in $\mathcal{A}^C$ such that

(i) $\Lambda(A) = \lambda_*$;

(ii) for any $X \in \mathcal{O}$, $\Lambda(X)$ is a simple eigenvalue for $X$.

Any two such functions agree on the common part (still a neighborhood of $A$ in $\mathcal{A}^C$) of their domains. So, by the continuous simple eigenvalue branch through $\lambda_*$ we will mean any such function.

In general, by a continuous eigenvalue branch we mean a continuous function $\Lambda : \mathcal{O} \to \mathbb{C}$ defined on a connected open set $\mathcal{O} \subset \mathcal{A}^C$ such that for each $A \in \mathcal{O}$, $\Lambda(A)$ is an eigenvalue for $A$.

We may restrict our attention to the space $\mathcal{A}^R$ of real BCs. There is a result for $\mathcal{A}^R$ similar to Theorem 3.4. Moreover, the concepts of continuous eigenvalue branch over $\mathcal{A}^R$ and continuous simple eigenvalue branch over $\mathcal{A}^R$ have their clear meanings.

The concept of continuous eigenvalue branch has appeared in [13, 15, 16]. The following result illustrates the importance of the concept of continuous simple eigenvalue branch in addition to implying existence of eigenvalues.

Theorem 3.6. If the quasi-differential equation (2.6) has real coefficients, then the values of a continuous simple eigenvalue branch over $\mathcal{A}^R$ are either all real or all nonreal.

Proof. See [15, Theorem 3.8].

Next, we consider the selfadjoint BCs. First, we want to show that they form a closed subset of $\mathcal{A}^C$.

Lemma 3.7. The space $\mathcal{B}^C$ of complex selfadjoint boundary conditions is a closed subset of $\mathcal{A}^C$, and the space $\mathcal{B}^R$ of real selfadjoint boundary conditions is a closed subset of $\mathcal{A}^R$. Hence, $\mathcal{B}^C$ and $\mathcal{B}^R$ are compact spaces.

Proof. Let $\{[A_i|B_i]; i \in \mathbb{N}\} \subset \mathcal{B}^C$ such that $[A_i|B_i] \to [A_\infty|B_\infty] \in \mathcal{A}^C$ as $i \to +\infty$. We can assume that $[A_\infty|B_\infty],[A_1|B_1],[A_2|B_2],...$ all belong to the same canonical
coordinate system on \( \mathcal{A}^C \). So, we can actually assume that \((A_\infty|B_\infty), (A_1|B_1), (A_2|B_2), \ldots\) are all in the standard form of that coordinate system. Thus, as \( i \to +\infty \), \( A_i \to A_\infty \) and \( B_i \to B_\infty \) in \( M_{n,n}(\mathbb{C}) \). From \( A_i E A_i^* = B_i E B_i^* \) for each \( i \in \mathbb{N} \), we then obtain \( A_\infty E A_\infty^* = B_\infty E B_\infty^* \), that is, \([A_\infty|B_\infty] \in \mathcal{B}^C \). Therefore, \( \mathcal{B}^C \) is closed. Similarly, \( \mathcal{B}^R \) is also closed.

For each \( m \in \mathbb{N} \), set \( \mathcal{N}_m = \{1, \ldots, m\} \). Let \( A \in M_{n,n}(\mathbb{C}) \) and \( i \in \mathbb{N} \setminus \{(n+1)/2\} \). We will say that \( B \)'s \( i \)th column and its \( (n+1-i) \)th column form a symmetric pair. Denote by \( A^{(i)} \) the matrix whose \( i \)th column is the \( (n+1-i) \)th column of \( A \), \((n+1-i) \)th column is the \( i \)th column of \( A \) multiplied by \((-1)^{n+1} \), and the other columns are the same as those of \( A \). The next result shows that in many canonical coordinate systems on \( \mathcal{A}^C \) checking the selfadjointness amounts to the same work.

**Lemma 3.8.** Let \( i \in \mathbb{N} \) such that \( i \neq (n+1)/2 \). Then, a boundary condition \([A \mid B]\) is selfadjoint if and only if \([A^{(i)} \mid B]\) is, and if and only if \([A \mid B^{(i)}]\) is.

**Proof.** For any \( m \in \mathbb{N} \), we set \( m' = n+1-m \). Now, let \( j, l \in \mathbb{N} \). Then, the \((j,l)\)-entry of \( A E A^* \) is given by

\[
m \neq i, m \neq i'
\sum_{1 \leq m \leq n} (-1)^{m'} a_{j,m'} \overline{a}_{l,m} + (-1)^{i'} a_{j,i'} \overline{a}_{l,i} + (-1)^{i} a_{j,i} \overline{a}_{l,i'} = \sum_{1 \leq m \leq n} (-1)^{m'} a^{(i)}_{j,m'} \overline{a}^{(i)}_{l,m} + (-1)^{i} a_{j,i} \overline{a}_{l,i} + (-1)^{i} \overline{a}_{l,i} a_{j,i}
\]

\[
= \sum_{m=1}^{n} a^{(i)}_{j,m'} \overline{a}^{(i)}_{l,m},
\]

which equals the \((j,l)\)-entry of \( A^{(i)} E (A^{(i)})^* \). Therefore, \( A E A^* = A^{(i)} E (A^{(i)})^* \), and hence \([A \mid B]\) is selfadjoint if and only if \([A^{(i)} \mid B]\) is. Similarly, \([A \mid B]\) is selfadjoint if and only if \([A \mid B^{(i)}]\) is.

For illustration, we list the following applications of Lemma 3.8: when \( n = 3 \),

\[
\begin{bmatrix}
1 & 0 & a_{13} & b_{11} & b_{12} & 0 \\
0 & 1 & a_{23} & b_{21} & b_{22} & 0 \\
0 & 0 & a_{33} & b_{31} & b_{32} & -1
\end{bmatrix} \in \mathcal{B}^C \iff \begin{bmatrix}
1 & 0 & a_{13} & 0 & b_{12} & b_{11} \\
0 & 1 & a_{23} & 0 & b_{22} & b_{21} \\
0 & 0 & a_{33} & -1 & b_{32} & b_{31}
\end{bmatrix} \in \mathcal{B}^C,
\]

\[
\begin{bmatrix}
a_{11} & 0 & 1 & 0 & b_{12} & b_{13} \\
a_{21} & 1 & 0 & 0 & b_{22} & b_{23} \\
a_{31} & 0 & 0 & -1 & b_{32} & b_{33}
\end{bmatrix} \in \mathcal{B}^C \iff \begin{bmatrix}
1 & 0 & a_{11} & 0 & b_{12} & b_{13} \\
0 & 1 & a_{21} & 0 & b_{22} & b_{23} \\
0 & 0 & a_{31} & -1 & b_{32} & b_{33}
\end{bmatrix} \in \mathcal{B}^C,
\]

(3.8)

\[
\begin{bmatrix}
a_{11} & 0 & 1 & b_{11} & b_{12} & 0 \\
a_{21} & 1 & 0 & b_{21} & b_{22} & 0 \\
a_{31} & 0 & 0 & b_{31} & b_{32} & -1
\end{bmatrix} \in \mathcal{B}^C \iff \begin{bmatrix}
1 & 0 & a_{11} & 0 & b_{12} & b_{11} \\
0 & 1 & a_{21} & 0 & b_{22} & b_{21} \\
0 & 0 & a_{31} & -1 & b_{32} & b_{31}
\end{bmatrix} \in \mathcal{B}^C,
\]

(3.9)
and when \( n = 4 \),

\[
\begin{bmatrix}
1 & 0 & a_{13} & a_{14} & 0 & b_{12} & 0 & b_{14} \\
0 & 1 & a_{23} & a_{24} & 0 & b_{22} & 0 & b_{24} \\
0 & 0 & a_{33} & a_{34} & -1 & b_{32} & 0 & b_{34} \\
0 & 0 & a_{43} & a_{44} & 0 & b_{42} & -1 & b_{44}
\end{bmatrix} \in \mathcal{B}^C
\]

\[
\iff
\begin{bmatrix}
1 & 0 & a_{13} & a_{14} & 0 & -b_{12} & b_{14} \\
0 & 1 & a_{23} & a_{24} & 0 & -b_{22} & b_{24} \\
0 & 0 & a_{33} & a_{34} & -1 & -b_{32} & b_{34} \\
0 & 0 & a_{43} & a_{44} & 0 & -b_{42} & b_{44}
\end{bmatrix} \in \mathcal{B}^C,
\]

\[
\begin{bmatrix}
1 & a_{12} & 0 & a_{14} & b_{11} & b_{12} & 0 & 0 \\
0 & a_{22} & 1 & a_{24} & b_{21} & b_{22} & 0 & 0 \\
0 & a_{32} & 0 & a_{34} & b_{31} & b_{32} & 0 & -1 \\
0 & a_{42} & 0 & a_{44} & b_{41} & b_{42} & -1 & 0
\end{bmatrix} \in \mathcal{B}^C
\]

\[
\iff
\begin{bmatrix}
1 & 0 & -a_{12} & a_{14} & 0 & 0 & -b_{12} & -b_{11} \\
0 & 1 & -a_{22} & a_{24} & 0 & 0 & -b_{22} & -b_{21} \\
0 & 0 & -a_{32} & a_{34} & -1 & 0 & -b_{32} & -b_{31} \\
0 & 0 & -a_{42} & a_{44} & 0 & -1 & -b_{42} & -b_{41}
\end{bmatrix} \in \mathcal{B}^C,
\]

and so forth.

We will see that the space of selfadjoint BCs in the even-order case is different from that in the odd-order case. For example, the space of real selfadjoint BCs is connected in the even-order case, while it has two connected components in the odd-order case. So, now, we discuss these two cases separately.

**Selfadjoint boundary conditions of an even order.** Let \( n = 2k \) with \( k \in \mathbb{N} \). First, we have a fact on the ranks of the left- and right-half blocks in a selfadjoint BC.

**Lemma 3.9.** For any \([A \mid B] \in \mathcal{B}^C\), rank \( A \geq k \) and rank \( B \geq k \).

**Proof.** Let \( l = \text{rank} A \), then \( l \geq 1 \) since \( \text{rank}(A \mid B) = n \) and \( |\det A| = |\det B| \). Assume that \( l < k \), then we can assume further that the last \( n - l \) rows of \( A \) are \( 0 \). Thus,

\[
AEA^* = \begin{pmatrix} C & 0 \\ 0 & 0 \end{pmatrix} = BEB^*
\]

for some \( l \times l \) matrix \( C \), and the last \( n - l \) rows of \( B \) are linearly independent (so, \( \text{rank} B \geq n - l \)). Normalize \([A \mid B]\) so that \( n - l \) columns of \( B \) are normalized. Note that after this normalization, the last \( n - l \) rows of \( A \) can remain \( 0 \), which will be assumed. We normalize \([A \mid B]\) such that the number of symmetric pairs of unnormalized columns in \( B \) is minimum. Since \( n - l > k \), there is an integer \( j \in \mathbb{N}_k \) such that both \( B \)'s \( j \)th column and its \((n + 1 - j)\)th column are normalized. We can assume that

\[
b_{k,j} = b_{n,n+1-j} = -1.
\]

For each integer \( m \in \mathbb{N}_n \setminus \{j, n+1-j\} \), we have the following: if one of \( B \)'s \( m \)th column and its \((n + 1 - m)\)th column is normalized, then either \( b_{k,n+1-m} = 0 \) or \( b_{n,m} = 0 \); if both
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of these two columns are unnormalized, then we must have \( b_{n,m} = 0 \) by our choice of the normalization. Thus, the \((k,n)\)-entry of \( BEB^* \) is given by

\[
\sum_{m=1}^{n} (-1)^{n+1-m} b_{k,n+1-m} b_{n,m} = (-1)^j b_{k,j} b_{n,n+1-j} = (-1)^j,
\]

contradicting (3.10). Therefore, \( \text{rank } A \geq k \). Similarly, \( \text{rank } B \geq k \).

Direct calculations show that the selfadjointness equation \( AEA^* = BEB^* \) can be easily solved (which we will do in general soon) if every symmetric pair of columns in \( A \) or in \( B \) has one (and hence only one) normalized column. Naturally, one wonders if every selfadjoint BC can be normalized into such a form. The next result gives an affirmative answer.

**Lemma 3.10.** Every \([A \mid B] \in \mathcal{B}^C \) has a normalization such that each symmetric pair of columns in \( A \) or in \( B \) has one (and hence only one) normalized column.

**Proof.** Since \( \text{rank } A \geq k \), we can begin the normalization of \([A \mid B]\) by normalizing \( k \) columns of \( A \). Note that the nonzero entries of these columns are in the first \( k \) rows. We can assume that the number of symmetric pairs of unnormalized columns in \( A \) is minimum. If that minimum number is 0, then for each integer \( j \in \mathbb{N}_k \), one of \( A \)'s \( j \)th column and its \( (n+1-j) \)th column is normalized, and hence

\[
AEA^* = \begin{pmatrix} C & D \\ H & 0 \end{pmatrix}
\]

for some \( k \times k \) matrices \( C, D, \) and \( H \). Otherwise, for each integer \( j \in \mathbb{N}_k \) such that both \( A \)'s \( j \)th column and its \( (n+1-j) \)th column are unnormalized, we must have

\[
a_{i,j} = a_{i,n+1-j} = 0
\]

for \( i = k+1, k+2, \ldots, n \), and hence (3.13) also holds. Thus, we can always assume that (3.13) holds.

Note that the last row of \( AEA^* \) is just a rearrangement of the last row of \( A \), with some entries signs changed. If the lower half of \( B \) now has a rank less than \( k \), then we can assume that the last row of \( B \) is 0, and hence so is \( BEB^* \). Then, \( AEA^* = BEB^* \) implies that the last row of \( A \) is also 0, which is impossible. So, the rows in the lower half of \( B \) are linearly independent.

We now continue the normalization of \([A \mid B]\) by normalizing exactly \( k \) columns in \( B \) without destroying the \( k \) normalized columns in \( A \) used above and such that the number of symmetric pairs of unnormalized columns in \( B \) is minimum. If the minimum number is not 0, then \( k \geq 2 \) and, for some integer \( m \in \mathbb{N}_k \), both \( B \)'s \( m \)th column and its \( (n+1-m) \)th column are normalized. Hence, we can assume that

\[
b_{k+1,m} = b_{n,n+1-m} = -1.
\]

Thus, we must have \( b_{k+1,j} = 0 \) for each \( j \neq m \) such that \( B \)'s \( j \)th column is normalized,
\( b_{n,j} = 0 \) for each \( j \neq n + 1 - m \) such that \( B \)'s \( j \)th column is normalized, and \( b_{k+1,j} = b_{k+1,n+1-j} = 0 \) for each integer \( j \in \mathbb{N}_k \) such that both \( B \)'s \( j \)th column and its \((n + 1 - j)\)th column are unnormalized. So the \((k + 1, n)\)-entry of \( B^* \) is \((-1)^m\). By (3.13), \( AEA^* \neq BEB^* \), contradicting the selfadjointness. Therefore, after our normalization, \([A \mid B] \) does not have any symmetric pair of unnormalized columns in \( B \).

Similarly, \( A \) does not have any symmetric pair of unnormalized columns after the above normalization of \([A \mid B] \).

A subset \( N \subset \mathbb{N}_{2n} \) with exactly \( n \) elements is called a preferred subset if for any \( i \in \mathbb{N}_k \), exactly one of \( i \) and \( n + 1 - i \) is in \( N \) and exactly one of \( n + i \) and \( 2n + 1 - i \) is in \( N \). If \( N \) is a preferred subset of \( \mathbb{N}_{2n} \), then the canonical coordinate system \( \mathcal{N}_N^C \) on \( \mathcal{A}^C \) is called a preferred coordinate system. For example, when \( n = 2 \), \( \mathcal{N}_{1,3}^C, \mathcal{N}_{1,4}^C, \mathcal{N}_{2,3}^C, \) and \( \mathcal{N}_{2,4}^C \) are preferred, while \( \mathcal{N}_{1,2}^C \) and \( \mathcal{N}_{3,4}^C \) are not. With this concept in mind, Lemma 3.10 just says that every selfadjoint \( BC \) is in a preferred coordinate system on \( \mathcal{A}^C \).

By Lemma 3.8, solving the selfadjointness equation \( AEA^* = BEB^* \) in any preferred coordinate system on \( \mathcal{A}^C \) is equivalent to solving it in \( \mathcal{N}_I^C \), where

\[
I = \{1, 2, \ldots, k, n + 1, n + 2, \ldots, 3k\}. 
\] (3.16)

If we set

\[
A = \begin{pmatrix} I & A_U \\ 0 & A_L \end{pmatrix}, \quad B = \begin{pmatrix} 0 & B_U \\ -I & B_L \end{pmatrix},
\] (3.17)

where \( A_U, A_L, B_U, B_L \in M_{k,k}(\mathbb{C}) \), then

\[
AE A^* = \begin{pmatrix} (-1)^k A_U E_k + E_k A_U^* & E_k A_L^* \\ (-1)^k A_L E_k & 0 \end{pmatrix}, 
\]

\[
BEB^* = \begin{pmatrix} 0 & (-1)^{k+1} B_U E_k \\ -E_k B_U^* & (-1)^{k+1} B_L E_k - E_k B_L^* \end{pmatrix} 
\] (3.18)

since

\[
E = \begin{pmatrix} 0 & E_k \\ (-1)^k E_k & 0 \end{pmatrix} 
\] (3.19)

with \( E_k \) having its clear meaning. Note that \( E_k^{-1} = (-1)^{k+1} E_k = E_k^* \). So, in \( \mathcal{N}_I^C \), the selfadjointness condition is equivalent to that

\[
A_U E_k \text{ and } B_L E_k \text{ are Hermitian,} \quad B_U = E_k A_L^* E_k. 
\] (3.20)

For each subset \( N \subset \mathbb{N}_{2n} \) with exactly \( n \) elements, set

\[
\mathcal{C}_N^C = \mathcal{N}_N^C \cap \mathcal{B}^C. 
\] (3.21)
Let $H_k$ be the space of $k \times k$ Hermitian complex matrices. Then,

\[
C^E_k = \left\{ \begin{bmatrix} I & CE_k & 0 & E_k A_L^* E_k \\ 0 & A_L & -I & D E_k \end{bmatrix} ; \ C, D \in H_k, \ A_L \in M_{k,k}(\mathbb{C}) \right\} \approx \mathbb{R}^{4k^2} \tag{3.22}
\]

and hence is a local coordinate system on $\mathcal{B}^C$. For each preferred subset $N$ of $\mathbb{N}_{2n}$, we have similar conclusions about $C^E_k$. For any two preferred subsets $M$ and $N$ of $\mathbb{N}_{2n}$, $C^E_M \cap C^E_N \neq \emptyset$, and the transformations between them are rational. In conclusion, we have proved the following results.

**Theorem 3.11.** The space $\mathcal{B}^C$ of $2k$th-order complex selfadjoint boundary conditions is a connected, compact, and real-analytic $4k^2$-dimensional real submanifold of $\mathcal{A}^C$. It has an atlas of $2^{2k}$ local coordinate systems with rational transformations among them.

**Remark 3.12.** The space of selfadjoint extensions of the minimal operator corresponding to the QDE (2.6) is parameterized by the unitary matrices in dimension $2k$ and has a dimension of $4k^2 - 1$, see [18]. Thus, generically, a selfadjoint extension is represented by a 1-parameter family of selfadjoint BCs.

If $N$ is a preferred subset of $\mathbb{N}_{2n}$, then $C^E_k$ is called a **canonical coordinate system** on $\mathcal{B}^C$. As illustrations, we give the elements in the typical canonical coordinate system $C^E_k$ for the first two even values of $n$:

\[
\begin{bmatrix}
1 & a_{12} & 0 & \bar{a}_{22} \\
0 & a_{22} & -1 & b_{22}
\end{bmatrix}
\tag{3.23}
\]

with $a_{12}, b_{22} \in \mathbb{R}$ and $a_{22}, \bar{a}_{22} \in \mathbb{C}$ if $n = 2$, and

\[
\begin{bmatrix}
1 & 0 & a_{13} & a_{14} & 0 & 0 & -\bar{a}_{44} & \bar{a}_{34} \\
0 & 1 & a_{23} & -\bar{a}_{13} & 0 & 0 & \bar{a}_{43} & -\bar{a}_{33} \\
0 & 0 & a_{33} & a_{34} & -1 & 0 & b_{33} & b_{34} \\
0 & 0 & a_{43} & a_{44} & 0 & -1 & b_{43} & -b_{33}
\end{bmatrix}
\tag{3.24}
\]

with $a_{13}, a_{33}, a_{34}, a_{43}, a_{44}, b_{33} \in \mathbb{C}$ and $a_{14}, a_{23}, b_{34}, b_{43} \in \mathbb{R}$ if $n = 4$. In general, $C \in M_{k,k}(\mathbb{C})$ makes $C E_k \in H_k$ if and only if

\[
c_{i,j} = (-1)^{i+j+k+1} \frac{1}{c_{k+1-j,k+1-i}} \quad \forall i, j \in \mathbb{N}_k,
\tag{3.25}
\]

that is, if and only if $C$ has the form

\[
\begin{pmatrix}
 c_{1,1} & \cdots & c_{1,k-1} & c_{1,k} \\
 \vdots & \ddots & \vdots & \vdots \\
 c_{k-1,1} & \cdots & c_{k-1,k-1} & c_{k,1} \\
 c_{k,1} & -\bar{c}_{k-1,1} & \cdots & (-1)^{k-1} \bar{c}_{1,1}
\end{pmatrix}
\tag{3.26}
\]
while $E_kA_L^*E_k$ is given by
\[
\begin{pmatrix}
(-1)^{k+1} a_{n,n} & \cdots & (-1)^3 a_{k+2,n} & (-1)^2 a_{k+1,n} \\
\vdots & \ddots & \vdots & \vdots \\
(-1)^{2k-1} a_{n,k+2} & \cdots & (-1)^{k+1} a_{k+2,k+2} & (-1)^k a_{k+1,k+2} \\
(-1)^{2k} a_{n,k+1} & \cdots & (-1)^{k+2} a_{k+2,k+1} & (-1)^{k+1} a_{k+1,k+1}
\end{pmatrix}.
\]
(3.27)

As a consequence of our analysis for Theorem 3.11, we have the following fact which is a refinement of Lemma 3.9.

**Corollary 3.13.** For any $2k$th-order complex selfadjoint boundary condition $[A \mid B]$,\[ \text{rank } A = \text{rank } B \geq k. \]

**Proof.** By Lemma 3.8, we can assume that $[A \mid B] \in \mathcal{O}$. Using (3.17), from (3.20) we obtain that rank $A_L = \text{rank } B_U = \text{rank } B$, so rank $A = k + \text{rank } A_L = k + \text{rank } B_U = \text{rank } B$. \qed

In a linear system representing a BC, usually there are equations involving only $Y(a)$, equations involving only $Y(b)$, and equations involving both $Y(a)$ and $Y(b)$. They will be called *equations at a*, *equations at b*, and *coupled equations*, respectively. In order to reach the minimum number of coupled equations, we need to apply row operations to the system so that the nonzero rows of the $Y(a)$-coefficient matrix and of the $Y(b)$-coefficient matrix are linearly independent and the two sets of rows have the minimum overlap. In the form given by (3.22), we need to apply row operations to the last $k$ rows of the matrix $(A \mid B)$ so that the nonzero rows of $A_L$ are linearly independent (and at the same time giving up the form of the $I$ block in $A$), and then to the first $k$ rows of $(A \mid B)$ so that the nonzero rows of $E_kA_L^*E_k$ are linearly independent (and meanwhile loosing the form of the $-I$ block in $B$). For example, the minimum number of coupled equations in the selfadjoint BC
\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 1 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0
\end{bmatrix}
\]
(3.28)
is 2. Thus, by Lemma 3.8 and the fact that rank $A_L = \text{rank}(E_kA_L^*E_k)$, we have proven the following results, special cases of which have appeared in [5, 6].

**Corollary 3.14.** The minimum number of coupled equations in a complex selfadjoint boundary condition of an even order is always even. In any form of the boundary condition achieving this minimum number, the number of equations at the left-end point is equal to the number of equations at the right-end point. Moreover, for any even integer $m$ satisfying $0 \leq m \leq 2k$, there are $2k$th-order complex selfadjoint boundary conditions whose minimum numbers of coupled equations are $m$.

By Lemma 3.8 and (3.22), the space $\mathcal{B}_{2k}^C$ of $2k$th-order complex separated selfadjoint BCs is a connected, compact, and real-analytic $2k^2$-dimensional real submanifold of $\mathcal{B}^C$. 
It has an atlas of $2^k$ local coordinate systems with rational transformations among them. The canonical coordinate systems on $\mathcal{B}_{2k}^s$ are $\mathcal{C}_N^s = \mathcal{B}_{2k}^s \cap \mathcal{C}_N$, where $N$ varies over the set of preferred subsets of $\mathbb{N}_{2n}$.

All the above arguments can be restricted to the space $\mathcal{A}^R$ to obtain results about the real selfadjoint BCs. Here we first state the following theorem.

**Theorem 3.15.** The space $\mathcal{B}^R$ of $2k$th-order real selfadjoint boundary conditions is a connected, compact, and real-analytic $(2k^2 + k)$-dimensional submanifold of $\mathcal{A}^R$. It has an atlas of $2^k$ local coordinate systems with rational transformations among them.

As in the complex case, the canonical coordinate systems on $\mathcal{B}^R$ are $\mathcal{C}_N^R = \mathcal{B}^R \cap \mathcal{N}_N^R$, where $N$ varies over the set of preferred subsets of $\mathbb{N}_{2n}$.

The only other thing that we mention is the space $\mathcal{B}_{2k}^R$ of $2k$th-order real separated selfadjoint BCs. By Lemma 3.8 and (3.22), $\mathcal{B}_{2k}^R$ is a connected, compact, and real-analytic $(k^2 + k)$-dimensional submanifold of $\mathcal{B}^R$. It has an atlas of $2^k$ local coordinate systems with rational transformations among them. The canonical coordinate systems on $\mathcal{B}_{2k}^R$ are $\mathcal{C}_N^R = \mathcal{B}_{2k}^R \cap \mathcal{C}_N^R$, where $N$ varies over the set of preferred subsets of $\mathbb{N}_{2n}$.

**Selfadjoint boundary conditions of an odd order.** Let $n = 2k + 1$ with $k \in \mathbb{N}$. Now, for any $n$th-order complex selfadjoint BC $[A | B]$, each of $A$ and $B$ has a middle column—its $(k + 1)$th column which does not belong to any symmetric pair.

As in the even-order case, first we have the following two lemmas on the ranks of the left- and right-half blocks in a selfadjoint BC and normalizations of selfadjoint BCs.

**Lemma 3.16.** For any $(2k + 1)$th-order $[A | B] \in \mathcal{B}^C$, rank $A \geq k + 1$ and rank $B \geq k + 1$. Therefore, there is no separated selfadjoint boundary condition of an odd order.

**Proof.** Here we only show that rank $A \geq k + 1$, while similar arguments give that rank $B \geq k + 1$.

Let $l = \text{rank} A$, then $l \geq 1$. To reach a contradiction, we assume that $l \leq k$. We can assume further that the last $n - l$ rows of $A$ are 0. Hence, (3.10) holds for some $l \times l$ matrix $C$, and the last $n - l$ rows of $B$ are linearly independent.

If $b_{i,k+1} = 0$ for $i = l + 1, l + 2, \ldots, n$, then a normalization of $B$ as that in the proof of Lemma 3.9 implies a contradiction, since the middle column of $B$ cannot be normalized and $n - l \geq k + 1$. Thus, we must have that $b_{i,k+1} \neq 0$ for some integer $i$ satisfying $l + 1 \leq i \leq n$.

Now, normalize $B$ such that its middle column is normalized (first), and the number $n_B$ of symmetric pairs of unnormalized columns is minimum for such a normalization. By part of the arguments in the proof of Lemma 3.9 (putting the nonzero entries of the symmetric pair of normalized columns used into the right rows), we must have that ($l = k$ and) $n_B = 0$. We can assume that $b_{n,k+1} = -1$. Then, the $(n,n)$-entry of $BEB^*$ equals $(-1)^{k+1}$, still contradicting (3.10). Therefore, we have shown that rank $A \geq k + 1$.

**Lemma 3.17.** Every odd-order $[A | B] \in \mathcal{B}^C$ has a normalization such that the middle column of $A$ is normalized and each symmetric pair of columns in $A$ or in $B$ has one (and hence only one) normalized column.
**Proof.** If the middle column of \( A \) is zero, we normalize \( k \) columns of \( A \) such that the number of symmetric pairs of unnormalized columns is minimum. Then,

\[
AEA^* = \begin{pmatrix} C & D \\ H & 0 \end{pmatrix}
\]  

(3.29)

for some \( k \times k \) matrix \( C \), \( k \times (k + 1) \) matrix \( D \), and \( (k + 1) \times k \) matrix \( H \). If \( b_{i,k+1} = 0 \) for \( i = k + 1, k + 2, \ldots, n \), then we normalize \( k + 1 \) columns of \( B \) such that the number of symmetric pairs of unnormalized columns is minimum, and obtain a nonzero entry in the lower right \( (k + 1) \times (k + 1) \) block of \( BEB^* \), which is impossible. So, we can assume that \( b_{n,k+1} \neq 0 \). Then, we normalize \( k + 1 \) columns of \( B \) with its middle column normalized, and the number of symmetric pairs of unnormalized columns is minimum for such a normalization. We can assume further that \( b_{n,k+1} = -1 \) and the minimum number is 0. Then, the \((n,n)\)-entry of \( BEB^* \) is \((-1)^{k+1}\), which is impossible. Therefore, the middle column of \( A \) is nonzero.

Normalize \( k + 1 \) columns of \( A \) such that its middle column is normalized and the number \( n_A \) of symmetric pairs of unnormalized columns of \( A \) is minimum for such a normalization. Then,

\[
AEA^* = \begin{pmatrix} C & \hat{D} & D \\ \hat{H} & d & 0 \\ H & 0 & 0 \end{pmatrix} = BEB^*
\]  

(3.30)

for some \( k \times k \) matrices \( C \), \( D \), and \( H \), \( k \times 1 \) matrix \( \hat{D} \), \( 1 \times k \) matrix \( \hat{H} \), and constant \( d \). Moreover, the last row of \( AEA^* \) is just a rearrangement of the last row of \( A \), with some entries signs changed. As in the even-order case, the last \( k \) rows of \( B \) are then linearly independent.

If the rank of

\[
\begin{pmatrix}
  b_{k+2,1} & \ldots & b_{k+2,k} & b_{k+2,k+2} & \ldots & b_{k+2,n} \\
  \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  b_{n,1} & \ldots & b_{n,k} & b_{n,k+2} & \ldots & b_{n,n}
\end{pmatrix}
\]  

(3.31)

is less than \( k \), then we can assume that

\[
b_{n,1} = \cdots = b_{n,k} = b_{n,k+2} = \cdots = b_{n,n} = 0.
\]  

(3.32)

Thus, \( b_{n,k+1} \neq 0 \), and hence the \((n,n)\)-entry of \( BEB^* \) is

\[
(-1)^{k+1}b_{n,k+1}b_{n,k+1} \neq 0,
\]  

(3.33)

contradicting (3.30) above. Therefore, we can always normalize \( k \) columns of \( B \) such that its middle column is unnormalized and the number \( n_B \) of symmetric pairs of unnormalized columns is minimum for such a normalization.

If \( n_B > 0 \), then \( k \geq 2 \), and there is an \( m \in \mathbb{N}_k \) such that both \( B \)'s \( m \)th column and its \((n + 1 - m)\)th column are normalized. We can assume that

\[
b_{2k,m} = b_{n,n+1-m} = -1.
\]  

(3.34)
Thus, the lower right $2 \times 2$ block of $BEB^*$ is

$$
\begin{pmatrix}
(-1)^{k+1} b_{2k,k+1} b_{2k,k+1} & \ (-1)^{k+1} b_{2k,k+1} b_{n,k+1} + (-1)^m \\
(-1)^m + (-1)^{k+1} b_{n,k+1} b_{2k,k+1} & \ (-1)^{k+1} b_{n,k+1} b_{n,k+1}
\end{pmatrix} \neq 0,
$$

contradicting (3.30). Therefore, $n_B = 0$, and

$$
BEB^* = \begin{pmatrix} 0 & K \\ L & M \end{pmatrix} + (-1)^{k+1} (b_{i,k+1} b_{j,k+1})_{n \times n}
$$

for some $(k+1) \times k$ matrix $K$, $k \times (k+1)$ matrix $L$, and $k \times k$ matrix $M$.

Then, by some arguments similar to those in the previous paragraph, we must also have $n_A = 0$.

As in the even-order case, a subset $N \subset \mathbb{N}_{2n}$ with exactly $n$ elements is called a preferred subset if $k+1 \in N$; and for any $i \in \mathbb{N}_k$, exactly one of $i$ and $n+1-i$ is in $N$ and exactly one of $n+i$ and $2n+1-i$ is in $N$. If $N$ is a preferred subset of $\mathbb{N}_{2n}$, then the canonical coordinate system $\mathcal{N}^C_N$ on $\mathcal{A}^C$ is called a preferred coordinate system. For example, when $n=3$, $\mathcal{N}^C_{1,2,4}$, $\mathcal{N}^C_{1,2,6}$, $\mathcal{N}^C_{2,3,4}$, and $\mathcal{N}^C_{2,3,6}$ are preferred, while $\mathcal{N}^C_{1,2,3}$, $\mathcal{N}^C_{1,2,5}$, $\mathcal{N}^C_{1,4,5}$, $\mathcal{N}^C_{1,5,6}$, $\mathcal{N}^C_{3,4,5}$, $\mathcal{N}^C_{3,5,6}$, and $\mathcal{N}^C_{4,5,6}$ are not. With this new definition, Lemma 3.17 just says that every odd-order selfadjoint BC is in a preferred coordinate system on $\mathcal{A}^C$. By Lemma 3.8, solving the selfadjointness equation $AE^* = BEB^*$ in any preferred coordinate system on $\mathcal{A}^C$ is equivalent to solving it in $\mathcal{N}^C_\mathbb{J}$, where

$$
\mathbb{J} = \{1, 2, \ldots, k+1, n+1, n+2, \ldots, 3k+1\}.
$$

If we set

$$
A = \begin{pmatrix} I & 0 & A_U \\ 0 & 1 & A_M \\ 0 & 0 & A_L \end{pmatrix}, \quad B = \begin{pmatrix} 0 & b_U & B_U \\ 0 & b_M & B_M \\ -I & b_L & B_L \end{pmatrix},
$$

where $A_U, A_L, B_U, B_L \in M_{k,k}(\mathbb{C})$, $b_U, b_L \in M_{k,1}(\mathbb{C})$, $A_M, B_M \in M_{1,k}(\mathbb{C})$, and $b_M$ is a constant, then

$$
AE^* = \begin{pmatrix} (-1)^{k+1} A_U E_k + E_k A_U^* & E_k A_M^* & E_k A_L^* \\ (-1)^{k+1} A_M E_k & (-1)^{k+1} 0 \\ (-1)^{k+1} A_L E_k & 0 & 0 \end{pmatrix},
$$

$$
BEB^* = \begin{pmatrix} 0 & 0 & (-1)^k b_U E_k \\ 0 & 0 & (-1)^k b_M E_k \\ -E_k B_U^* & -E_k B_M^* & (-1)^k b_L E_k - E_k B_L^* \end{pmatrix} + (-1)^{k+1} \begin{pmatrix} b_U b_U^* & b_U b_M^* & b_U b_L^* \\ b_M b_U^* & b_M b_M^* & b_M b_L^* \\ b_L b_U^* & b_L b_M^* & b_L b_L^* \end{pmatrix},
$$

(3.39)
since

\[
E = \begin{pmatrix}
0 & 0 & E_k \\
0 & (-1)^{k+1} & 0 \\
(-1)^{k+1}E_k & 0 & 0
\end{pmatrix}.
\] (3.40)

So, \( AEA^* = BEB^* \) can be rewritten as

\[
A_U E_k + (A_U E_k)^* = b_U b_U^* E_k, \quad A_M = (-1)^{k+1} b_M b_M^* E_k,
\] (3.41)

\[
B_U = (-1)^{k+1} b_U b_U^* E_k - E_k A_L^* E_k, \quad b_M \in S^1,
\] (3.42)

\[
B_M = (-1)^{k+1} b_M b_M^* E_k, \quad B_L E_k + (B_L E_k)^* = b_L b_L^*.
\] (3.43)

In particular, both \( A_U E_k - (1/2) b_U b_U^* \) and \( B_L E_k - 1/2 b_L b_L^* \) are skew-Hermitian matrices.

For each subset \( N \) of \( \mathbb{N}_{2n} \) with exactly \( n \) elements, set

\[
\mathcal{C}_N^C = \mathcal{N}_N^C \cap \mathcal{B}^C.
\] (3.44)

Let \( W_k \) be the space of \( k \times k \) skew-Hermitian complex matrices. Then, the elements of \( \mathcal{C}_j^C \) are given by

\[
\begin{bmatrix}
I & 0 & C E_k + \frac{(-1)^{k+1}}{2} b_U b_U^* E_k & 0 & b_U & (-1)^{k+1} b_U b_U^* E_k - E_k A_L^* E_k \\
0 & 1 & (-1)^{k+1} b_M b_M^* E_k & 0 & b_M & (-1)^{k+1} b_M b_M^* E_k \\
0 & 0 & A_L & -I & b_L & D E_k + \frac{(-1)^{k+1}}{2} b_L b_L^* E_k
\end{bmatrix}
\] (3.45)

with \( C, D \in W_k, A_L \in M_{k,k}(\mathbb{C}), b_U, b_L \in M_{k,1}(\mathbb{C}) \), and \( b_M \in S^1 \). Thus,

\[
\mathcal{C}_j^C \simeq \mathbb{R}^{4k^2 + 4k} \times S^1
\] (3.46)

and hence is a local cylindrical coordinate system on \( \mathcal{B}^C \). For each preferred subset \( N \) of \( \mathbb{N}_{2n} \), we have similar conclusions about \( \mathcal{C}_N^C \). For any two preferred subsets \( M \) and \( N \) of \( \mathbb{N}_{2n} \), \( \mathcal{C}_M^C \cap \mathcal{C}_N^C \neq \emptyset \), and the transformations between them are rational. In conclusion, we have proved the following results.

**Theorem 3.18.** The space \( \mathcal{B}^C \) of \((2k+1)\)th-order complex selfadjoint boundary conditions is a connected, compact, and real-analytic \((2k+1)^2\)-dimensional real submanifold of \( \mathcal{A}^C \). It has an atlas of \( 2^{2k} \) local cylindrical coordinate systems with rational transformations among them.

There is also a remark in the odd-order case similar to Remark 3.12 in the even-order case. We omit the details.
If \( N \) is a preferred subset of \( \mathbb{N}_{2n} \), then \( \mathcal{C}_N \) is called a canonical cylindrical coordinate system on \( \mathcal{B}^C \). As illustrations, we give the elements in the typical canonical cylindrical coordinate system \( \mathcal{C}_J \) for the first two odd values of \( n \):

\[
\begin{bmatrix}
1 & 0 & -\frac{1}{2}b_1b_1 + ir & 0 & b_1 & -a_{33} - b_1b_3 \\
0 & 1 & -\overline{b_1}b_2 & 0 & b_2 & -b_2\overline{b_3} \\
0 & 0 & a_{33} & -1 & b_3 & -\frac{1}{2}b_3\overline{b_3} + is
\end{bmatrix}
\]

(3.47)

with \( r, s, a_{33}, b_1, b_3 \in \mathbb{C} \), and \( b_2 \in S^1 \) if \( n = 3 \), and

\[
\begin{bmatrix}
1 & 0 & 0 & a_{14} & \frac{1}{2}b_1b_1 + ir & 0 & 0 & b_1 & a_{33} - b_1b_5 & -\overline{a_{33} + b_1b_4} \\
0 & 1 & 0 & -\frac{1}{2}b_2b_2 + is & a_{14} + b_2\overline{b_1} & 0 & 0 & b_2 & \overline{a_{33} - b_2\overline{b_5}} & \overline{a_{14} + b_2\overline{b_4}} \\
0 & 0 & 1 & -\overline{b_2}b_3 & \overline{b_1}b_3 & 0 & 0 & b_3 & -b_3\overline{b_5} & b_3\overline{b_4} \\
0 & 0 & 0 & a_{44} & a_{45} & -1 & 0 & b_4 & a_{44} & \overline{b_4b_4} + ix \\
0 & 0 & 0 & a_{54} & a_{55} & 0 & -1 & b_5 & -\frac{1}{2}b_5\overline{b_5} + iy & \overline{b_{44} + b_5\overline{b_4}}
\end{bmatrix}
\]

(3.48)

with \( a_{14}, a_{44}, a_{45}, a_{54}, a_{55}, b_1, b_2, b_4, b_{44}, b_5 \in \mathbb{C} \), and \( b_3 \in S^1 \) if \( n = 5 \). In general, given \( v = (v_1, v_2, \ldots, v_k)^t \in M_{k,1}(\mathbb{C}) \), a \( k \times k \) complex matrix \( C \) makes \( CE_k - \frac{1}{2}(1/2)vv^* \) if and only if

\[
c_{i,j} = (-1)^{i-j+k}c_{k+1-j,k+1-i} + (-1)^jv_i\overline{v_{k+1-j}} \quad \forall i,j \in \mathbb{N}_k,
\]

(3.49)

that is, if and only if \( C \) has the form

\[
\begin{pmatrix}
c_{1,1} & \cdots & c_{1,k-1} & \frac{(-1)^k}{2}v_1\overline{v_1} + ir_1 \\
\vdots & \ddots & \vdots & \vdots \\
c_{k-1,1} & \cdots & \frac{(-1)^{k-1}}{2}v_2\overline{v_2} + ir_2 & c_{1,k-2} + (-1)^k v_2\overline{v_1} \\
\frac{-1}{2}v_k\overline{v_k} + i r_k & \frac{-1}{2}v_k\overline{v_k} + i r_k & \cdots & (-1)^k c_{1,1} + (-1)^k v_k\overline{v_1}
\end{pmatrix}
\]

(3.50)

with \( r_1, r_2, \ldots, r_k \in \mathbb{R} \), while

\[
(-1)^{k+1}v^*E_k = \begin{pmatrix}
-\overline{v_k} & \cdots & (-1)^{k-1}\overline{v_2} & (-1)^k\overline{v_1}
\end{pmatrix}
\]

(3.51)
and \((-1)^{k+1} b_U b_L^* E_k - E_k A_L^* E_k\) is given by

\[
\begin{pmatrix}
(-1)^k a_{n,n} & \cdots & (-1)^2 a_{k+3,n} & -a_{k+2,n} \\
(-1)^{k+1} a_{n,2k} & \cdots & (-1)^3 a_{k+3,2k} & (-1)^2 a_{k+2,2k} \\
\vdots & \ddots & \vdots & \vdots \\
(-1)^{2k-1} a_{n,k+2} & \cdots & (-1)^{k+1} a_{k+3,k+2} & (-1)^k a_{k+2,k+2}
\end{pmatrix}
\]

\[
+ \begin{pmatrix}
-b_1 b_n & \cdots & (-1)^{k-1} b_1 b_{k+3} & (-1)^k b_1 b_{k+2} \\
-b_2 b_n & \cdots & (-1)^{k-1} b_2 b_{k+3} & (-1)^k b_2 b_{k+2} \\
\vdots & \ddots & \vdots & \vdots \\
-b_k b_n & \cdots & (-1)^{k-1} b_k b_{k+3} & (-1)^k b_k b_{k+2}
\end{pmatrix}
\]

(3.52)

where we have abbreviated the middle column of \(B\) as \((b_1 b_2 \cdots b_n)^t\).

As a consequence of our analysis for Theorem 3.18, we have the following fact which is a refinement of Lemma 3.16.

**Corollary 3.19.** For any \((2k+1)\)th-order complex selfadjoint boundary condition \([A \mid B]\), \(\text{rank } A = \text{rank } B \geq k + 1\).

**Proof.** By Lemma 3.8, we can assume that \([A \mid B] \in \mathcal{O}_J^C\). Since \(b_M \neq 0\) by (3.42), we can apply only row operations to \([A \mid B]\) such that \(b_U = 0\). Then, \([A \mid B]\) has the form

\[
\begin{bmatrix}
I & a_U & A_U & 0 & 0 & B_U \\
0 & 1 & A_M & 0 & b_M & B_M \\
0 & 0 & A_L & -I & b_L & B_L
\end{bmatrix}
\]

(3.53)

where \(a_U\) is a \(k \times 1\) matrix. Now, \(A E A^* = B E B^*\) implies that \(E_k A_L^* = (-1)^k b_U E_k\). So,

\[
\text{rank } A_L = \text{rank } B_U,
\]

(3.54)

and \(\text{rank } A = k + 1 + \text{rank } A_L = k + 1 + \text{rank } B_U = \text{rank } B\).

By Lemma 3.8, (3.53), (3.54), and the discussions right before Corollary 3.14, we have the following results that are similar to those in Corollary 3.14.

**Corollary 3.20.** The minimum number of coupled equations in a complex selfadjoint boundary condition of an odd order is always odd. In any form of the boundary condition achieving this minimum number, the number of equations at the left-end point is equal to the number of equations at the right-end point. Moreover, for any odd integer \(m\) satisfying \(1 \leq m \leq 2k + 1\), there are \((2k+1)\)th-order complex selfadjoint boundary conditions whose minimum numbers of coupled equations are \(m\).

Finally, we restrict our attention to the space \(\mathbb{R}^\mathbb{R}\) of real selfadjoint BCs of the odd order \(n\). Let \(N\) be a preferred subset of \(\mathbb{N}_{2n}\). By Lemma 3.8 and (3.42), if \([A \mid B] \in \mathcal{O}_N^C \cap \mathbb{R}^\mathbb{R}\) has the normalized form corresponding to (3.45), then \((A, B\) are real, and) \(b_{k+1,k+1} = \pm 1\).
Thus,

\[ C_{N,±}^R = \{ [A \mid B] \in C_N^C \cap R^R; b_{k+1,k+1} = \pm 1 \text{ when } [A \mid B] \text{ is normalized} \} \cong R^{2k^2+k} \tag{3.55} \]

are local coordinate systems on \( R^R \). There are \( 2^{2k+1} \) such local coordinate systems on \( R^R \), to be called the canonical coordinate systems on \( R^R \).

**Theorem 3.21.** The space \( R^R \) of \((2k+1)\)th-order real selfadjoint boundary conditions is a compact and real-analytic \((2k^2+k)\)-dimensional submanifold of \( R^N \). It has an atlas of \( 2^{2k+1} \) local coordinate systems with rational transformations among them and exactly two connected components.

**Proof.** The only thing left is to determine the number of connected components in \( R^R \). If \([A \mid B] \in C_{J,±}^R\) is in the form (3.53), then from \( E_k A_1^U = (-1)^k B_1 E_k \) we obtain that

\[ \det A = \det A_L = (-1)^k \det B_1 = (-1)^k b_M \det B. \tag{3.56} \]

Hence, on each canonical coordinate system on \( R^R \), either we always have that \( \det A = \det B \) or we always have that \( \det A = -\det B \). On the other hand, if \([A \mid B] \in R^R\) has \( \det A \neq 0 \), then \( \det B \neq 0 \), and \([A \mid B]\) can be normalized into the form in (3.45), that is, either \([A \mid B] \in C_{J,+}^R\) or \([A \mid B] \in C_{J,-}^R\), depending on \( \det A = (-1)^k \det B \) or \( \det A = (-1)^{k+1} \det B \). So, all the canonical coordinate systems always satisfying \( \det A = \det B \) overlap, and all the other canonical coordinate systems also overlap. When two canonical coordinate systems overlap, their common part is open and hence must have a BC \([A \mid B]\) with \( \det A \neq 0 \) by dimension counting. Thus, on any two overlapping canonical coordinate systems, either we always have that \( \det A = \det B \) or we always have that \( \det A = -\det B \). So, the canonical coordinate systems always satisfying \( \det A = \det B \) form a connected component of \( R^R \), and all the other canonical coordinate systems form another connected component. Therefore, \( R^R \) has exactly two connected components.

We will denote by \( R^R_- \) the connected component of \( R^R \) containing \( C_{J,-}^R \), and \( R^R_+ \) the other component of \( R^R \).

**4. Group actions and \( \lambda \)-hypersurfaces.** In this section, we first discuss some Lie group actions on spaces of BCs. Then, for a given QDE of order \( n \), we characterize the set of complex BCs that have a complex number \( \lambda \) as an eigenvalue of geometric multiplicity \( n \), the set of complex BCs that have \( \lambda \) as an eigenvalue, and the set of real BCs that have a real number \( \lambda \) as an eigenvalue. The determination of the latter two sets uses the Lie group actions to be discussed. Moreover, we also present a topological description of each of the latter two sets. Finally, we give an example to indicate that the set of real selfadjoint BCs having a real number \( \lambda \) as an eigenvalue is complicated in general.

Given

\[ \begin{pmatrix} G & H \\ K & L \end{pmatrix} \in GL(2n, \mathbb{R}), \tag{4.1} \]
where \( G, H, K, L \in M_{n,n}(\mathbb{R}) \), the well-defined map

\[
[A | B] \mapsto [AG + BK | AH + BL]
\]

is a diffeomorphism of \( \mathfrak{sl}^n \) (onto itself). Thus, the group \( GL(2n, \mathbb{R}) \) acts on \( \mathfrak{sl}^n \) from the right.

For \( \mathbb{K} = \mathbb{C} \) or \( \mathbb{R} \), consider the real Lie subgroup

\[
G^\mathbb{K}_n = \{ M \in GL(n, \mathbb{K}); MEM^* = E \}
\]

of \( GL(n, \mathbb{K}) \). The Lie algebra of \( G^\mathbb{K}_n \) is

\[
\mathfrak{g}^\mathbb{K}_n = \{ M \in \mathfrak{gl}(n, \mathbb{K}); ME + EM^* = 0 \}.
\]

Direct calculations show the following: for \( n = 2k \) with \( k \in \mathbb{N} \),

\[
\begin{pmatrix} I & 0 \\ 0 & (-1)^k E_k \end{pmatrix}^{-1} E \begin{pmatrix} I & 0 \\ 0 & (-1)^k E_k \end{pmatrix} = \begin{pmatrix} 0 & -I_k \\ I_k & 0 \end{pmatrix},
\]

which implies that \( G^\mathbb{R}_{2k} \) is a conjugate of the real symplectic group

\[
\text{Sp}(2k, \mathbb{R}) = \left\{ M \in GL(n, \mathbb{R}); M \begin{pmatrix} 0 & -I_k \\ I_k & 0 \end{pmatrix} M^t = \begin{pmatrix} 0 & -I_k \\ I_k & 0 \end{pmatrix} \right\},
\]

and \( G^\mathbb{C}_{2k} \) is a conjugate of the symplectic group

\[
\text{Sp}(2k) = \left\{ M \in GL(n, \mathbb{C}); M \begin{pmatrix} 0 & -I_k \\ I_k & 0 \end{pmatrix} M^* = \begin{pmatrix} 0 & -I_k \\ I_k & 0 \end{pmatrix} \right\},
\]

while for \( n = 2k + 1 \) with \( k \in \mathbb{N} \),

\[
T^{-1} ET = \begin{pmatrix} -I_k & 0 & 0 \\ 0 & (-1)^{k+1} & 0 \\ 0 & 0 & I_k \end{pmatrix},
\]

where

\[
T = \begin{pmatrix} I_k & 0 & J_k \\ 0 & 1 & 0 \\ (-1)^k E_k & 0 & (-1)^{k+1} D_k \end{pmatrix}
\]

with

\[
J_k = \begin{pmatrix} 0 & \cdots & 0 & 1 \\ \vdots & \ddots & 1 & 0 \\ 0 & \ddots & \ddots & \vdots \\ 1 & 0 & \cdots & 0 \end{pmatrix}, \quad D_k = \begin{pmatrix} -1 & 0 & \cdots & 0 \\ 0 & (-1)^2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & (-1)^k \end{pmatrix},
\]

(4.10)
which yields that $G_{2k+1}^R$ is a conjugate of the special pseudo-orthogonal group
\[ \text{SO}(p,q) = \left\{ M \in \text{GL}(n, \mathbb{R}); M \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} M^t = \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} \right\}, \]
(4.11)
and $G_{2k+1}^C$ is a conjugate of the special pseudo-unitary group
\[ \text{SU}(p,q) = \left\{ M \in \text{GL}(n, \mathbb{C}); M \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} M^* = \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} \right\}, \]
(4.12)
where $p = k + (1 + (-1)^k)/2$ and $q = k + (1 - (-1)^k)/2$. Therefore, $G_n^R$ and $G_n^C$ are connected. Moreover,
\[ G_n^R = \text{Sp}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R}), \]
\[ G_n^C = \text{Sp}(2) = \left\{ zK; z \in S^1, K \in \text{SL}(2, \mathbb{R}) \right\}, \]
(4.13)
which have been used in [15].

The subgroup
\[ \left\{ \begin{pmatrix} G & 0 \\ 0 & L \end{pmatrix}; G, L \in G_n^R \right\} \]
(4.14)
of $\text{GL}(2n, \mathbb{R})$ actually acts on $\mathcal{A}^R$ as onto diffeomorphisms, and also on $\mathcal{A}^{R,s}$ as onto diffeomorphisms when $n$ is even. Moreover, for any $G \in \text{GL}(n, \mathbb{R})$, the action of
\[ \text{diag}(G, I) =: \begin{pmatrix} G & 0 \\ 0 & I \end{pmatrix} \]
(4.15)
on $\mathcal{A}^R$ leaves $N^R_N$ invariant, where $N = \mathbb{I}$ if $n$ is even and $N = \mathbb{J}$ if $n$ is odd, and it also leaves the space $\mathcal{A}^{R,s}$ of separated BCs invariant; and for any $\Psi \in G_n^R$, the action of $\text{diag}(\Psi, I)$ on $\mathcal{A}^R$ leaves the open and dense subset $C^R_N$ of $\mathcal{A}^R$ invariant, where $N = \mathbb{I}$ if $n$ is even and $N = \mathbb{J}$ if $n$ is odd. When there is no confusion, the image of a real BC $[A \mid B] \in \mathcal{A}$ under the action of $\text{diag}(G, I)$ will be abbreviated as $[A \mid B], G$, while the image of a subset $\mathcal{J}$ of $\mathcal{A}^R$ will be written as $\mathcal{J}, G$. Note that when $n$ is even, $\mathcal{A}^{R,s}, G = \mathcal{A}^{R,s}$ for any $G \in G_n^R$.

**Proposition 4.1.** If $n$ is odd, then $(\mathcal{A}^R)_G = \mathcal{A}^R$ and $(\mathcal{A}^{R,s})_G = \mathcal{A}^{R,s}$ for any $G \in G_n^R$.

**Proof.** Our claim is true for $G = I$. Fix an arbitrary $G \in G_n^R$. The connectedness of $G_n^R$ and the openness of $\mathcal{A}^R_\pm$ imply that $(\mathcal{A}^R)_G \subseteq \mathcal{A}^R_\pm$. Hence, the claim is true for $G$.

Similarly, the Lie group $\text{GL}(2n, \mathbb{C})$ acts on $\mathcal{A}^C$ from the right, the real Lie subgroup
\[ \{ \text{diag}(G, H); G, H \in G_n^C \} \]
(4.16)
of $\text{GL}(2n, \mathbb{C})$ acts on $\mathcal{A}^C$, and the meanings of $[A \mid B], G$ and $\mathcal{J}, G$ in this general situation are obvious. Note that when $n$ is even, $\mathcal{A}^{C,s}, G = \mathcal{A}^{C,s}$ for any $G \in G_n^C$.

We will always let (2.6) be the given QDE. Recall that its matrix form is (2.9). We have the following results about the values of its fundamental matrix $\Phi$.  

Proposition 4.2. (i) For any \( \lambda \in \mathbb{C} \) and \( x \in [a, b] \), \( \Phi(x, \lambda) \in \text{GL}(n, \mathbb{C}) \).

(ii) Assume that \( F \) is \( E \)-symmetric and \( w \) is real-valued, then \( \Phi(x, \lambda) \in \mathbb{G}_n^E \) for any \( \lambda \in \mathbb{R} \) and \( x \in [a, b] \).

Proof. (i) This is because \( \Phi(\cdot, \lambda) \) is a fundamental solution of (2.9).

(ii) Under our assumptions, \( F + (-i)^n \lambda W \) is \( \mathbb{G}_n^E \)-valued for every \( \lambda \in \mathbb{R} \). Thus, the claim follows from the fact that \( \Phi(a, \lambda) = I \in \mathbb{G}_n^E \).

Now, we start our discussions on various sets of BCs having certain eigenvalues. First, generalizing [15, Theorem 4.1], we have the following result.

Theorem 4.3. Let \( \lambda \in \mathbb{C} \). Then, among all the complex boundary conditions, \( [\Phi(b, \lambda)| - I] \) is the unique one that has \( \lambda \) as an eigenvalue of geometric multiplicity \( n \).

Proof. The proof is very similar to that of [15, Theorem 4.1], and hence we omit it.

We will call the complex curve

\[
\lambda \mapsto [\Phi(b, \lambda)| - I], \quad \lambda \in \mathbb{C},
\]

in \( \mathbb{N}_N^C \subset \mathcal{A}^C \) the complex characteristic curve for the QDE (2.6) and denote it by \( \mathbb{D}^C \), where \( N = \{n + 1, n + 2, \ldots, 2n\} \), while the analytic real curve

\[
\lambda \mapsto [\Phi(b, \lambda)| - I], \quad \lambda \in \mathbb{R},
\]

will be called the real characteristic curve for the QDE and given the notation \( \mathbb{D}^R \). Note that \( \mathbb{D}^R \subset \mathbb{N}_N^R \subset \mathcal{A}^R \) if \( F + (-i)^n \lambda W \) is real-valued for every \( \lambda \in \mathbb{R} \). Moreover, \( \mathbb{D}^R \subset \mathbb{C}_N^R \subset \mathbb{B}^C \) when \( F \) is \( E \)-symmetric and \( w \) is real-valued.

Theorem 4.3 implies that any complex BC not on \( \mathbb{D}^C \) only has eigenvalues of geometric multiplicities less than or equal to \( n - 1 \). Note that \( \mathcal{A}^C \) has complex dimension \( n^2 \), while \( \mathbb{D}^C \subset \mathcal{A}^C \) is just an analytic subset of complex dimension 1. So, it is very rare for a complex BC to have an eigenvalue of geometric multiplicity \( n \). Moreover, \( \mathbb{R}^C \) has (real) dimension \( n^2 \geq 4 \). Thus, it is also very rare for a complex selfadjoint BC to have an eigenvalue of geometric multiplicity \( n \). Similarly, since \( \mathbb{B}^R \) has dimension \( 2k^2 + k \geq 3 \) if \( n = 2k \) or \( n = 2k + 1 \), it is still very rare for a real selfadjoint BC to have an eigenvalue of geometric multiplicity \( n \).

Next, we want to determine all the complex BCs that have a fixed \( \lambda \in \mathbb{C} \) as an eigenvalue. Let \( \mathcal{E}_\lambda^C \) be the set of these BCs, that is,

\[
\mathcal{E}_\lambda^C = \{ [A | B] \in \mathcal{A}^C; \det (A + B \Phi(b, \lambda)) = 0 \}.
\]

Then, \( \mathcal{E}_\lambda^C \) has its obvious meaning. For \( \mathbb{K} = \mathbb{C} \) or \( \mathbb{R} \) and \( \lambda \in \mathbb{K} \), we will call \( \mathcal{E}_\lambda^R \) the \( \lambda \)-hypersurface in \( \mathcal{A}^R \). When \( \lambda \in \mathbb{R} \) such that \( \Phi(b, \lambda) \) is real,

\[
\mathcal{E}_\lambda^R = \mathcal{E}_\lambda^R \Phi(b, \lambda) = \{ [A \Phi(b, \lambda)| B]; [A | B] \in \mathcal{E}_\lambda^R \} = \{ [A | B \Phi(b, \lambda)^{-1}]; [A | B] \in \mathcal{E}_\lambda^R \}.
\]
where
\[
\mathcal{E}^R = \{ [A \mid B] \in \mathcal{A}^R; \det(A + B) = 0 \}. \tag{4.21}
\]

Similarly, for any \( \lambda \in \mathbb{C} \),
\[
\mathcal{E}_\lambda^C = \mathcal{E}^C, \Phi(b, \lambda) = \{ [A\Phi(b, \lambda) \mid B]; [A \mid B] \in \mathcal{E}^C \}
= \{ [A \mid B\Phi(b, \lambda)^{-1}]; [A \mid B] \in \mathcal{E}^C \}, \tag{4.22}
\]
where
\[
\mathcal{E}^C = \{ [A \mid B] \in \mathcal{A}^C; \det(A + B) = 0 \}. \tag{4.23}
\]

Therefore, we have proven the following generalization of [15, Theorem 4.3].

**Theorem 4.4.** (i) The complex characteristic curve determines all the eigenvalues for each complex boundary condition in the explicit manner given in (4.22) and (4.23); when \( F + (-i)^n \lambda W \) is real-valued for every \( \lambda \in \mathbb{R} \), the real characteristic surface determines all the real eigenvalues for each real boundary condition in the explicit manner given in (4.20) and (4.21).

(ii) Each \( \mathcal{E}^C_\lambda \) is the image of \( \mathcal{E}^C \) under a diffeomorphism of \( \mathcal{A}^C \) given by a Lie group action, which sends \( \mathcal{E}^R \) to the corresponding \( \mathcal{E}^R_\lambda \) when both \( \lambda \) and \( \Phi(b, \lambda) \) are real.

**Remark 4.5.** From the point of view of differential topology, the subsets \( \mathcal{E}^C_\lambda, \lambda \in \mathbb{C}, \) of \( \mathcal{A}^C \) are the same as \( \mathcal{E}^C \). This means that the shapes of the sets \( \mathcal{E}^C_\lambda \) do not depend on the actual QDE in question. There are similar statements about the subsets \( \mathcal{E}^R_\lambda \), where \( \lambda \in \mathbb{R} \) such that \( \Phi(b, \lambda) \) is real, of \( \mathcal{A}^R \).

**Remark 4.6.** The subsets \( \mathcal{E}^C_\lambda, \lambda \in \mathbb{C}, \) of \( \mathcal{A}^C \) are solely determined by \( \Phi(b, \lambda) \), and no more information about the QDE is needed. Moreover, the way in which \( \Phi(b, \lambda) \) determines \( \mathcal{E}^C_\lambda \) is independent of the QDE in question. In other words, the eigenvalues for the complex BCs are determined by the QDE via an intermediate and geometric object—the complex characteristic curve \( \mathcal{D}^C \). There are similar statements about the subsets \( \mathcal{E}^R_\lambda, \lambda \in \mathbb{R}, \) of \( \mathcal{A}^R \) and the real characteristic curve \( \mathcal{D}^R \) when \( F + (-i)^n \lambda W \) is real-valued for every \( \lambda \in \mathbb{R} \). These observations imply the following generalization of [15, Corollary 4.6].

**Corollary 4.7.** (i) Let \( \lambda_\ast \) and \( \lambda_\# \) be two complex numbers. If there is a complex boundary condition having \( \lambda_\ast \) and \( \lambda_\# \) as eigenvalues of geometric multiplicity \( n \), then any complex boundary condition having one of \( \lambda_\ast \) and \( \lambda_\# \) as an eigenvalue must have both of them as eigenvalues.

(ii) When \( F + (-i)^n \lambda W \) is real-valued for every \( \lambda \in \mathbb{R} \), the result in (i) is still true if only real boundary conditions and real eigenvalues are considered.

For an example illustrating this corollary, see [15, example after Corollary 4.6].

**Remark 4.8.** Theorem 4.4 raises the following question: how can one determine the QDE (2.6), that is, its coefficient function matrix \( F \) and its weight function \( w \), using the geometric properties of the complex or real characteristic curve?
Remark 4.9. Note that each $\mathcal{E}_\lambda^C$ is an algebraic variety in $\mathcal{M}^C = G_{2n,n} (\mathbb{C})$. Thus, if $2 \leq i < 2n^2$ and $G_1, \ldots, G_i$ are in $\text{GL}(n, \mathbb{C})$, then the intersection of $\mathcal{E}_\lambda G_1, \ldots, \mathcal{E}_\lambda G_i$ is generically of (real) dimension $2n^2 - i - 1$; if $G_1, G_2, \ldots, G_{2n^2}$ are in $\text{GL}(n, \mathbb{C})$, then the intersection of $\mathcal{E}_\lambda G_1, \mathcal{E}_\lambda G_2, \ldots,$ and $\mathcal{E}_\lambda G_{2n^2}$ is generically empty. Hence, given a QDE, it is very “rare” for a fixed set of $2n^2$ complex numbers to be eigenvalues of a complex BC at the same time. Similarly, given a QDE with $F + (-i)^n \lambda W$ being real-valued for every $\lambda \in \mathbb{R}$, it is also very “rare” for a fixed set of $n^2 + 1$ real numbers to be eigenvalues of a real BC at the same time.

Now, we give a topological description of the sets $\mathcal{E}_\lambda^C \subset \mathcal{M}^C$, $\lambda \in \mathbb{C}$, and $\mathcal{E}_\lambda^R \subset \mathcal{M}^R$, $\lambda \in \mathbb{R}$. For this purpose, we only need to look at $\mathcal{E}_\lambda^C$ and $\mathcal{E}_\lambda^R$, by (4.20) and (4.22).

We first consider $\mathcal{E}_\lambda^R$. Note that

$$\mathcal{E}_\lambda^R \cap N_{n+1,n+2,\ldots,2n}^R = \{ [A + I] - I]; A \in M_{n,n}(\mathbb{R}), \det A = 0 \}$$

(4.24)

can be regarded as a cone in $M_{n,n}(\mathbb{R})$ with vertex $A = 0$ and generating set

$$\mathcal{F}^R = \{ A \in M_{n,n}(\mathbb{R}); 1 \leq \text{rank} A \leq n - 1, \| A \|_{\mathbb{R}^{n^2}} = 1 \},$$

(4.25)

that is,

$$\mathcal{E}_\lambda^R \cap N_{n+1,n+2,\ldots,2n}^R = \{ [\xi A + I] - I]; A \in \mathcal{F}^R, \xi \geq 0 \}.$$  

(4.26)

Let $1 \leq m \leq n - 1$. The matrices in $M_{n,n}(\mathbb{R})$ with rank $m$ can be divided into disjoint subcollections parameterized by the subspace of $\mathbb{R}^n$ spanned by the rows of such a matrix. Fix an orthonormal basis $\{v_1, \ldots, v_m\}$ of an $m$-dimensional subspace $V$ of $\mathbb{R}^n$ consisting of row vectors. For any $m$ linearly independent column vectors

$$c_1 = \begin{pmatrix} c_{11} \\ c_{21} \\ \vdots \\ c_{n1} \end{pmatrix}, \ldots, c_m = \begin{pmatrix} c_{1m} \\ c_{2m} \\ \vdots \\ c_{nm} \end{pmatrix},$$

(4.27)

we have an element

$$\begin{pmatrix} c_{11} v_1 + \cdots + c_{1m} v_m \\ c_{21} v_1 + \cdots + c_{2m} v_m \\ \vdots \\ c_{n1} v_1 + \cdots + c_{nm} v_m \end{pmatrix}$$

(4.28)

of the subcollection corresponding to $V$, and every element of the subcollection can be uniquely written in this form. To get a linearly independent vector, just pick a nonzero vector; to get two linearly independent vectors, first take a nonzero vector $c_1$, and then pick a nonzero vector not in the subspace spanned by $c_1$, and so on so forth. The square of the norm of the element given by (4.28) is $\| c_1 \|^2_{\mathbb{R}^n} + \cdots + \| c_m \|^2_{\mathbb{R}^n}$. For $1 \leq l \leq n - 2$, topologically,

$$S^{n-1} \setminus \mathbb{R}^l = S^{n-1} \setminus S^{l-1} \simeq \mathbb{R}^{n-1} \setminus \mathbb{R}^{l-1} \simeq S^{n-1-l} \times \mathbb{R}^{+} \times \mathbb{R}^{l-1} \simeq S^{n-1-l} \times \mathbb{R}^l.$$  

(4.29)
Thus, topologically,

$$\mathbb{R}^n \simeq G_1(\mathbb{R}^n) \times S^{n-1}$$

$$\cup G_2(\mathbb{R}^n) \times S^{n-1} \times \mathbb{R}^+ \times (S^{n-1} \setminus \mathbb{R})$$

$$\cup G_3(\mathbb{R}^n) \times S^{n-1} \times \mathbb{R}^+ \times (S^{n-1} \setminus \mathbb{R}^2)$$

$$\cup \cdots \cup G_{n-1}(\mathbb{R}^n) \times S^{n-1} \times \mathbb{R}^+ \times (S^{n-1} \setminus \mathbb{R})$$

$$\times \mathbb{R}^+ \times \cdots \times (S^{n-1} \setminus \mathbb{R}^{n-3}) \times \mathbb{R}^+ \times (S^{n-1} \setminus \mathbb{R}^{n-2})$$

(4.30)

$$\simeq G_1(\mathbb{R}^n) \times S^{n-1}$$

$$\cup G_2(\mathbb{R}^n) \times S^{n-1} \times \mathbb{R}^2$$

$$\cup G_3(\mathbb{R}^n) \times S^{n-1} \times \mathbb{R}^3 \times \mathbb{R}^5$$

$$\cup \cdots \cup G_{n-1}(\mathbb{R}^n) \times S^{n-1} \times \cdots \times S^1 \times \mathbb{R}^{(n^2-n^2)/2}.$$ 

Note also that $\mathbb{E}^n \setminus N_{n+1,n+2,...,2n}^\mathbb{R}$ has a dimension less than that of $\mathbb{E}^n$. For example,

$$\mathbb{E}^n \cap (N_{1,2,...,n}^\mathbb{R} \setminus N_{n+1,n+2,...,2n}^\mathbb{R}) = \{ [I|B]; B \in M_{n,n}(\mathbb{R}), \det B = 0, \det(I + B) = 0 \};$$

(4.31)

since $\det B = 0$ and $\det(I + B) \neq 0$ when $B = 0$, while $\det B \neq 0$ and $\det(I + B) = 0$ when $B = -I$, we see that none of the polynomials $\det B$ and $\det(I + B)$ is a factor of the other, and hence the part of $\mathbb{E}^n \setminus N_{n+1,n+2,...,2n}^\mathbb{R}$ in $N_{1,2,...,n}^\mathbb{R}$ has a dimension less than that of $\mathbb{E}^n$. Thus, $\mathbb{E}^n \setminus N_{n+1,n+2,...,2n}^\mathbb{R}$ is in the limit set of $\mathbb{E}^n \cap N_{1,2,...,n}^\mathbb{R}$, that is,

$$\mathbb{E}^n \setminus N_{n+1,n+2,...,2n}^\mathbb{R} = \left\{ \lim \{ \xi A + I - I \}; A \in \mathbb{E}\mathbb{R} \right\}.$$ 

(4.32)

Let $A$ be the matrix given by (4.28) and assume that its $i_1$th row $a_{i_1}, \ldots, i_m$th row $a_{i_m}$ are linearly independent. Then, there is a matrix $C^\perp \in M_{n-m,n}$ consisting of row vectors annihilating $c_1, \ldots, c_m$ (corresponding to row operations bringing the remaining $n - m$ rows of $A$ all to 0) such that for any $\xi \in \mathbb{R}$,

$$[\xi A + I - I] = \begin{bmatrix} \xi a_{i_1} + i_{i_1} & -i_{i_1} \\ \vdots & \vdots \\ \xi a_{i_m} + i_{i_m} & -i_{i_m} \\ C^\perp & -C^\perp \end{bmatrix},$$

(4.33)

where $i_i$ is the $i$th row of $I$ for $1 \leq i \leq n$. Thus,

$$\lim_{\xi \to +\infty} [\xi A + I - I] = \begin{bmatrix} a_{i_1} & 0 \\ \vdots & \vdots \\ a_{i_m} & 0 \\ C^\perp & -C^\perp \end{bmatrix} = \begin{bmatrix} v_1 & 0 \\ \vdots & \vdots \\ v_m & 0 \\ C^\perp & -C^\perp \end{bmatrix},$$

(4.34)

that is, the limit is uniquely determined by the subspaces $V$ and $\text{span}_{\mathbb{R}}\{c_1, \ldots, c_m\}$. Hence, topologically,

$$\mathbb{E}^n \setminus N_{n+1,n+2,...,2n}^\mathbb{R} \simeq G_1(\mathbb{R}^n)^2 \cup G_2(\mathbb{R}^n)^2 \cup \cdots \cup G_{n-1}(\mathbb{R}^n)^2.$$ 

(4.35)
Next, we consider $\mathcal{E}^C$. As above,

$$
\mathcal{E}^C \cap N_{n+1,n+2,\ldots,2n}^C = \{ [A + I] | I ]; \ A \in M_{n,n}(\mathbb{C}), \ \det A = 0 \}
$$

(4.36)
can be regarded as a cone in $M_{n,n}(\mathbb{C})$ with vertex $A = 0$ and generating set

$$
\mathcal{F}^C = \{ A \in M_{n,n}(\mathbb{C}); \ 1 \leq \text{rank } A \leq n - 1, \ ||A||_{\mathbb{C}^n^2} = 1 \},
$$

(4.37)
and topologically,

$$
\mathcal{F}^C \simeq G_1(\mathbb{C}^n) \times \mathbb{S}^{2n-1}
\cup G_2(\mathbb{C}^n) \times \mathbb{S}^{2n-1} \times \mathbb{R}^+ \times (\mathbb{S}^{2n-1} \setminus \mathbb{C})
\cup G_3(\mathbb{C}^n) \times \mathbb{S}^{2n-1} \times \mathbb{R}^+ \times (\mathbb{S}^{2n-1} \setminus \mathbb{C}) \times \mathbb{R}^+
\cup \cdots \cup G_{n-1}(\mathbb{C}^n) \times \mathbb{S}^{2n-1} \times \mathbb{R}^+ \times (\mathbb{S}^{2n-1} \setminus \mathbb{C}^{n-3}) \times \mathbb{R}^+
\times \mathbb{R}^+ \times \cdots \times (\mathbb{S}^{2n-1} \setminus \mathbb{C}^{n-2}) \times \mathbb{R}^+ \times (\mathbb{S}^{2n-1} \setminus \mathbb{C}^{n-2}) \times \mathbb{R}^+
\simeq G_1(\mathbb{C}^n) \times \mathbb{S}^{2n-1}
\cup G_2(\mathbb{C}^n) \times \mathbb{S}^{2n-1} \times \mathbb{S}^{2n-3} \times \mathbb{R}^3
\cup G_3(\mathbb{C}^n) \times \mathbb{S}^{2n-1} \times \mathbb{S}^{2n-3} \times \mathbb{S}^{2n-5} \times \mathbb{R}^8
\cup \cdots \cup G_{n-1}(\mathbb{C}^n) \times \mathbb{S}^{2n-1} \times \cdots \times \mathbb{S}^3 \times \mathbb{R}^{n^2-2n}.
$$

(4.38)

For a topological manifold $M$, a topological $M$-bottle is a quotient space $N$ that one obtains from $M \times [0,1]$ via modeling $M \times \{0\}$ by an equivalence relation on $M$ to form a subset of $N$, to be called the top of $N$, and modeling $M \times \{1\}$ by another equivalence relation on $M$ to form a topological submanifold of $N$, to be called the bottom of $N$. In this case, $M \times (0,1)$ is called the side of $N$. With the concept of topological bottle in hand, what we have proven above can be summarized in the following theorem.

**Theorem 4.10.** (i) The hypersurface $\mathcal{E}^R$ in $\mathcal{A}^R$ is a topological $\mathcal{F}^R$-bottle with a point top and a bottom given by (4.35), while the map gluing its side to its bottom is specified by (4.34). Moreover, a topological description of $\mathcal{F}^R$ is given by (4.30).

(ii) The complex hypersurface $\mathcal{E}^C$ in $\mathcal{A}^C$ is a topological $\mathcal{F}^C$-bottle with a point top and a bottom

$$
\mathcal{E}^C \cap N_{n+1,n+2,\ldots,2n}^C \simeq G_1(\mathbb{C}^n)^2 \cup G_2(\mathbb{C}^n)^2 \cup \cdots \cup G_{n-1}(\mathbb{C}^n)^2,
$$

(4.39)
while the map gluing its side to its bottom is also specified by (4.34). Moreover, a topological description of $\mathcal{F}^C$ is given by (4.38).

Finally, for each real number $\lambda$, we can consider the subset of BCs in $\mathbb{B}^R$ (or $\mathbb{B}^C$) that have $\lambda$ as an eigenvalue, to be called the $\lambda$-subset in $\mathbb{B}^R$ (or $\mathbb{B}^C$). When $n$ is odd, we define the $\lambda$-subsets in $\mathbb{B}^R$ and $\mathbb{B}^C$ similarly, and each $\lambda$-subset in $\mathbb{B}^R$ is the union of the corresponding $\lambda$-subsets in $\mathbb{B}^R$ and $\mathbb{B}^C$. When $F$ is $E$-symmetric and $w$ is real-valued, by Proposition 4.2(ii), we can characterize the $\lambda$-subsets in $\mathbb{B}^C$ using $\mathcal{E}^C \cap \mathbb{B}^C$ just as we characterized $\mathcal{E}^C$ using $\mathcal{E}^C$. There is a similar statement for the $\lambda$-subsets in $\mathbb{B}^R$ when $n$ is even. It is quite involved to characterize the $\lambda$-subsets in $\mathbb{B}^R$ when $n$ is odd, and
it is even more involved to describe the $\lambda$-subsets in $\mathbb{R}^c$ or $\mathbb{R}^R$ topologically. We plan to do these in a forthcoming publication. Here we only give an example showing that when $n$ is odd, the $\lambda$-subsets in $\mathbb{R}_+^R$ are complicated in general, even their dimensions can differ for different values of $\lambda$.

**Example 4.11.** Let $n = 3$. Consider the QDE

$$Qy = \lambda y \quad \text{on } (0,1),$$

with $E$-symmetric coefficient matrix

$$F = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}. \quad (4.41)$$

Since $F$ is real, so is $\Phi(1,0)$. Thus, by Proposition 4.1, $(\mathbb{R}_+^R), \Phi(1,0) = \mathbb{R}^R$. Hence, by Theorem 2.3, 0 is an eigenvalue for each selfadjoint BC in $\mathbb{R}_+^R$, that is, the 0-subset in $\mathbb{R}_+^R$ is $\mathbb{R}_+^R$ and hence has dimension 3. Direct calculations show that the characteristic function for the general BC

$$\begin{bmatrix} 1 & 0 & -\frac{1}{2}d^2 & 0 & d & -c-de \\ 0 & 1 & -d & 0 & 1 & -e \\ 0 & 0 & c & -1 & e & -\frac{1}{2}e^2 \end{bmatrix} \quad (4.42)$$

in $\mathbb{R}_+^R$ is

$$\Delta(\lambda) = 0 + p(c,d,e)\lambda + \text{higher terms in } \lambda, \quad (4.43)$$

where $p$ is a polynomial of degree 4. So, when $\lambda \neq 0$ is real and sufficiently close to 0, the $\lambda$-subset in $\mathbb{R}_+^R$ has a dimension less than or equal to 2.
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