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1. Introduction. Existence and nonexistence of solutions of the quasilinear elliptic system

\[
- \text{div} (|\nabla u|^{p-2} \nabla u) = f(u,v), \quad x \in \mathbb{R}^N,
\]

\[
- \text{div} (|\nabla v|^{q-2} \nabla v) = g(u,v), \quad x \in \mathbb{R}^N,
\]

have received much attention recently. See, for example, [5, 7, 9, 18, 26, 27, 28]. Problem (1.1) arises in the theory of quasiregular and quasiconformal mappings or in the study of non-Newtonian fluids. In the latter case, the pair \((p,q)\) is a characteristic of the medium. Media with \((p,q) > (2,2)\) are called dilatant fluids and those with \((p,q) < (2,2)\) are called pseudoplastics. If \((p,q) = (2,2)\), they are Newtonian fluids.

When \(p = q = 2\), system (1.1) becomes

\[
- \Delta u = f(u,v), \quad x \in \mathbb{R}^N,
\]

\[
- \Delta v = g(u,v), \quad x \in \mathbb{R}^N,
\]

for which the existence and the nonexistence of positive solutions have been investigated extensively. We list here, for example, [2, 4, 10, 13, 16, 17, 20, 22, 23, 24].

Explosive solutions of the problem

\[
\Delta u(x) = f(u(x)), \quad x \in \Omega,
\]

\[
u|_{\partial \Omega} = \infty,
\]

where \(\Omega\) is a bounded domain in \(\mathbb{R}^N (N \geq 1)\) have been extensively studied, see [1, 6, 11, 12, 14, 25].
In this paper, we study the existence of entire explosive positive solutions of the system

\[
\begin{align*}
\text{div} \left( |\nabla u|^{p-2} \nabla u \right) &= m(|x|) v^\alpha, \quad x \in \mathbb{R}^N, \\
\text{div} \left( |\nabla v|^{q-2} \nabla v \right) &= n(|x|) u^\beta, \quad x \in \mathbb{R}^N,
\end{align*}
\]

(1.4)

where \( \alpha > 0, \beta > 0, p > 1, \) and \( q > 1. \) As far as the author knows, there are no results that contain existence criteria of entire explosive positive solutions to the elliptic system (1.4). Motivated by this fact, we will study mainly this problem here. When \( p = q = 2, \) the related results have been obtained by [13]. Our theorem for existence extends the results [13].

A solution \((u,v)\) of the system

\[
\text{div} \left( |\nabla u|^{p-2} \nabla u \right) = f(x,u,v), \\
\text{div} \left( |\nabla v|^{q-2} \nabla v \right) = g(x,u,v)
\]

(1.5)

is called an explosive solution if \( u(x) \to \infty \) and \( v(x) \to \infty \) as \( x \to \partial \Omega \) if \( \Omega \) is bounded. If \( \Omega \) is unbounded, then \((u,v)\) is an explosive solution of (1.5) on \( \Omega \) if \( u(x) \to \infty \) and \( v(x) \to \infty \) as \( x \to \partial \Omega, \) and \( u(x) \to \infty \) and \( v(x) \to \infty \) as \( |x| \to \infty \) within \( \Omega. \) In particular, when \( \Omega = \mathbb{R}^N, \) the solution \((u,v)\) is called an entire explosive solution of (1.5) and satisfies \( u(x) \to \infty \) and \( v(x) \to \infty \) as \( |x| \to \infty. \) Such problems arise in the study of the subsonic motion of a gas [21], the electric potential in some bodies [15], and Riemannian geometry [3].

2. Preliminaries. We first consider quasilinear elliptic inequalities of the form

\[
\text{div} \left( |\nabla u|^{p-2} \nabla u \right) \geq m(x)f(u), \quad x \in \mathbb{R}^N \quad (N \geq 2),
\]

(2.1)

where \( p > 1, \nabla u = (\nabla_1 u, \ldots, \nabla_N u), \) and \( m(x) : \mathbb{R}^N \to (0, \infty), f : (0, \infty) \to (0, \infty) \) are continuous functions. A positive function \( u \in C^1(\mathbb{R}^N) \) is defined to be a positive entire solution of inequality (2.1) if it satisfies inequality (2.1) at every point of \( \mathbb{R}^N. \)

Throughout the section, we make the following assumptions without further mention:

(H1) \( f : (0, \infty) \to (0, \infty) \) is locally Lipschitz continuous and strictly increasing,

(H2) \( f \) is superlinear in the sense that

\[
\int_1^\infty \left( \int_0^u f(s)ds \right)^{-1/p} du < \infty, \quad \int_0^1 \left( \int_0^u f(s)ds \right)^{-1/p} du = \infty.
\]

(2.2)

An important special case of (2.1) satisfying the above hypotheses is the equality

\[
\text{div} \left( |\nabla u|^{p-2} \nabla u \right) = m(x) u^\gamma, \quad x \in \mathbb{R}^N,
\]

(2.3)

where \( \gamma > p - 1. \)
**Lemma 2.1** (weak comparison principle). Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ ($N \geq 2$) with smooth boundary $\partial \Omega$ and $\theta : (0, \infty) \rightarrow (0, \infty)$ continuous and nondecreasing. Let $u_1, u_2 \in W^{1,p}(\Omega)$ satisfy

\[
\int_{\Omega} |\nabla u_1|^{p-2} \nabla u_1 \nabla \psi \, dx + \int_{\Omega} \theta(u_1) \psi \, dx \leq \int_{\Omega} |\nabla u_2|^{p-2} \nabla u_2 \nabla \psi \, dx + \int_{\Omega} \theta(u_2) \psi \, dx
\]

for all nonnegative $\psi \in W^{1,p}_0(\Omega)$. Then the inequality

\[
u_1 \leq u_2 \quad \text{on } \partial \Omega
\]

implies that

\[
u_1 \leq u_2 \quad \text{in } \Omega.
\]

**Proof.** Let $\eta = \nabla u_1$, $\eta' = \nabla u_2$, and $\psi = \max\{u_1 - u_2, 0\}$. Since $u_1 \leq u_2$ on $\partial \Omega$, $\psi$ belongs to $W^{1,p}_0(\Omega)$. Inserting this function $\psi$ into (2.4), we have

\[
\int_{\{u_1 > u_2\}} [(|\eta|^{p-2} - |\eta'|^{p-2}) (\eta - \eta') + (\theta(u_1) - \theta(u_2))(u_1 - u_2)] \, dx \leq 0.
\]

Since $\theta$ is nondecreasing, we know that

\[
\int_{\{u_1 > u_2\}} [(|\eta|^{p-2} - |\eta'|^{p-2}) (\eta - \eta')] \, dx \leq 0.
\]

We suppose that $R(3) := \{x : |\eta(x)| \leq (\geq) |\eta'(x)|\}$, then

\[
\frac{1}{4} |\eta - \eta'| \leq |\eta'| + t(\eta - \eta') \leq 1 + |\eta| + |\eta'| \quad \text{in } R(3),
\]

for all $t \in [0, 1/4]$ (or $[3/4, 1]$). Therefore, write $a^i(\eta) = |\eta|^{p-2} \eta_i$ and

\[
0 \geq \int_{\{u_1 > u_2\}} (|\eta|^{p-2} \eta - |\eta'|^{p-2} \eta')(\eta - \eta') \, dx
\]

\[
= \int_{\{u_1 > u_2\}} \int_0^1 \left[ \sum_{j=0}^{N} \frac{\partial a_i}{\partial \eta_j}(\eta' + t(\eta - \eta'))(\eta_i - \eta') \right] dt \, dx
\]

\[
\geq \gamma_0 \left\{ \begin{array}{ll}
\int_{\{u_1 > u_2\}} (1 + |\eta| + |\eta'|)^{p-2} |\eta - \eta'|^2 \, dx, & \text{if } p < 2, \\
\int_{\{u_1 > u_2\}} |\eta - \eta'|^p \, dx, & \text{if } p \geq 2,
\end{array} \right.
\]

where $\gamma_0 > 0$. This is a contradiction, which implies that Lemma 2.1 is true. \qed
Lemma 2.2. Let $f(u)$ satisfy the following conditions:

(i) $f(s)$ is a single-value real continuous function defined for all real values of $s$ and there exists a positive nondecreasing continuous function $F(s)$ such that $f(s) \geq F(s)$ and

\[
\int_0^\infty \left[ \int_0^x F(z) \, dz \right]^{-1/p} \, dx < \infty; \tag{2.11}
\]

(ii) $m(x) \geq \beta > 0$ for $x \in \mathbb{R}^N$, and $u$ is a solution of

\[
\text{div} \left( |\nabla u|^{p-2} \nabla u \right) \geq m(x)f(u), \quad x \in \mathbb{R}^N \quad (N \geq 2), \tag{2.12}
\]

in a domain $D \subset \mathbb{R}^N$ and continuous on its boundary $S$. Then there exists a decreasing function $g(R)$ determined by $F(u)$ such that

\[
u(P) \leq g(R(P)). \tag{2.13}
\]

Here $P$ denotes a point in $D$ and $R(P)$ denotes its distance from $S$. The function $g(R)$ has the limits

\[
g(R) \rightarrow \infty \quad \text{as} \quad R \rightarrow 0,
\]

\[
g(R) \rightarrow -\infty \quad \text{as} \quad R \rightarrow \infty. \tag{2.14}
\]

Proof. Each point $P \in D$ can be the centre of a sphere of radius $R(P)$ which lies in $D$. Therefore, it suffices to prove the theorem in $D$ as a sphere of radius $R$, and suppose that $u$ is defined continuously on $S$. We define a function $v$ in $D$ and $S$ as the solution of the problem

\[
\text{div} \left( |\nabla v|^{p-2} \nabla v \right) = F_1(v), \quad x \in D,
\]

\[
v = \alpha \quad \text{on} \quad S. \tag{2.15}
\]

In (2.15), $F_1(v) = \theta F(v)$, where $F(v)$ is the function occurring in condition (i) and $\theta$ is a constant, $0 < \theta < \beta$. Thus, from conditions (i) and (ii) and (2.15), we have

\[
\text{div} \left( |\nabla u|^{p-2} \nabla u \right) - F_1(u) \geq \text{div} \left( |\nabla v|^{p-2} \nabla v \right) - F_1(v). \tag{2.16}
\]

Moreover, $\alpha$ is a positive constant which satisfies

\[
u \leq \alpha \quad \text{on} \quad S. \tag{2.17}
\]

The existence and uniqueness of a positive solution $v$ of (2.15) are assured because $F_1$ is a nondecreasing function. In fact, the existence can be obtained by the standard variational method and the uniqueness can be obtained by an idea similar to that in the proof of Lemma 2.1 (see [8]). From (2.1), (2.15), and Lemma 2.1, we have

\[
u \leq v \quad \text{in} \quad D. \tag{2.18}
\]
We now define a function $g(R)$ by

$$g(R) = \lim_{\alpha \to \infty} v(P).$$  \hfill (2.19)

Then, since $v$ is an increasing function of $\alpha$, we have $v(P) \leq g(R)$ for every $\alpha$. Combining this inequality with (2.18), we obtain

$$u(P) \leq g(R).$$  \hfill (2.20)

Inequality (2.20) is the desired inequality (2.13) of Lemma 2.2. It remains to show that $g(R)$ is finite in order that (2.20) is nontrivial and that $g(R)$ satisfies (2.14) and is a decreasing function of $R$.

To this end, we must examine $v$, the solution of (2.15). First we show that $v$ must be a function of $r$ only where $r$ denotes the distance from the centre of the sphere. We can find a positive radial solution $v(r)$ of (2.15) by the variational method to the equivalent form of (2.15) in $r$:

$$\left( \Phi_p(v') \right)' + \frac{N-1}{r} \Phi_p(v') = F_1(v), \quad v'(0) = 0,$$

$$v(R) = \alpha,$$  \hfill (2.21)

where $\Phi_p(s) = |s|^{p-2} s$. The uniqueness of the positive solution $v$ of (2.15) implies that $v$ is just the radial solution $v(r)$ of problem (2.21) and (2.22).

Since $v(0)$ is a monotonic increasing function of $\alpha$, $\alpha$ is itself uniquely determined by $v(0)$. Let $v(0) = v_0$. As $v_0$ increases, $\alpha = v(R)$ also increases. We will show that $\alpha = v(R)$ becomes infinite for some finite value of $v_0$.

This value of $v_0$ is denoted by $\lim_{\alpha \to \infty} v_0$, which can be used to define the function $g(R)$ in this lemma.

It is convenient to rewrite (2.21) in the form

$$\left( r^{N-1} \Phi_p(v') \right)' = r^{N-1} F_1(v).$$  \hfill (2.23)

Integrating (2.23) from 0 to $r$ yields

$$\Phi_p(v') = r^{1-N} \int_0^r s^{N-1} F_1(v(s)) ds.$$  \hfill (2.24)

From (2.24), we see that $v' \geq 0$. Therefore, $v$ is a nondecreasing function, and we can obtain from (2.24) that

$$\Phi_p(v') \leq r^{1-N} \left[ F_1(v(r)) \right] \frac{r^N}{N} = \frac{r^N}{N} F_1[v(r)].$$  \hfill (2.25)

Inserting (2.25) into (2.21), we have

$$\left( \Phi_p(v') \right)' \geq \frac{F_1(v)}{N}.$$  \hfill (2.26)
Since $v' \geq 0$, (2.21) also yields $(\Phi_p(v'))' \leq F_1(v)$. Combining this with (2.26) leads to
\[ F_1(v) \geq (\Phi_p(v'))' \geq \frac{F_1(v)}{N}. \tag{2.27} \]
We now multiply (2.27) by $v'$ and integrate from 0 to $r$ to obtain
\[ \int_0^r F_1(v)v'(s)ds \geq \frac{p-1}{p} (v')^p \geq \int_0^r \frac{1}{N} F_1(v(s))v'(s)ds, \tag{2.28} \]
that is,
\[ H(v, v_0) \geq (v')^p \geq \frac{1}{N} H(v, v_0), \tag{2.29} \]
where
\[ H(v, v_0) = \frac{p}{p-1} \int_{v_0}^v F_1(z)dz. \tag{2.30} \]
This implies
\[ H^{1/p}(v, v_0) \geq v' \geq (1/N)^{1/p} H^{1/p}(v, v_0). \tag{2.31} \]
Then we consider $r$ as a function of $v$, and we have
\[ \int_{v_0}^v H^{-1/p}(z, v_0)dz \leq r \leq N^{1/p} \int_{v_0}^v H^{-1/p}(z, v_0)dz. \tag{2.32} \]
By condition (i), the integral in (2.32) converges as $v$ becomes infinite when $v_0 = 0$. But then the integral also converges for any value of $v_0 > 0$. If we denote its limit by $A(v_0)$, letting $v \to \infty$, (2.32) yields
\[ A(v_0) \leq r_\infty \leq N^{1/p} A(v_0), \tag{2.33} \]
where
\[ A(v_0) = \int_{v_0}^\infty H^{-1/p}(z, v_0)dz, \quad r_\infty = \lim_{v \to \infty} r(v). \tag{2.34} \]
From (2.34), we see that, for each $v_0$, $v$ becomes infinite at a finite value of $r_\infty$ in the range indicated in (2.33). Therefore, $r_\infty$ is a function of $v_0$ and is denoted by $r_\infty(v_0)$.

The function $r_\infty(v_0)$ is continuous and nonincreasing. If it were increasing, then two solutions corresponding to different values of $v_0$ would have to be equal at some value of $r$. This is impossible because a solution of (2.21) with a prescribed value on the surface of a sphere is unique. Furthermore, the integral $A(v_0)$ tends to $+\infty$ as $v_0$ tends to $-\infty$, and to zero as $v_0$ tends to $+\infty$. Therefore, by (2.33), $r_\infty(v_0)$ behaves in the same way. We now define $g(R) := \min\{v_0 \mid r_\infty(v_0) = R\}$. This function is decreasing and satisfies (2.14), so it is the desired $g(R)$ of Lemma 2.2. This completes the proof of Lemma 2.2. \qed
**Lemma 2.3.** If \( f(u) \) is nondecreasing and satisfies Lemma 2.2, then in any bounded domain \( D \) there exists a solution of (2.1) which becomes infinite on \( S \).

**Proof.** We note that, for any constant \( \alpha \) and any domain \( D \), there exists in \( D \) a solution \( u_\alpha \) of (2.1) which is equal to \( \alpha \) on \( S \) provided that \( f(u) \) is nondecreasing (see [8]). Furthermore, at each point of \( D \), \( u_\alpha \) increases with \( \alpha \). If \( f(u) \) satisfies Lemma 2.2(i), then Lemma 2.2 holds, and at each point \( P \) in \( D \), all of the \( u_\alpha \) are bounded above. Thus, in every closed subdomain, \( u_\alpha \) converges uniformly to a limit \( u \). This limit is also a solution of (2.1). As \( P \) approaches \( S \), \( u(P) \) increases infinitely since on \( S \), \( u_\alpha = \alpha \) becomes infinite. Thus, \( u \) is the desired solution and Lemma 2.3 is proved. \( \square \)

**Lemma 2.4.** Suppose that \( m \in C(\mathbb{R}^N) \), \( m(x) = m(|x|) \geq C > 0 \) for \( x \in \mathbb{R}^N \), and

\[
\int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} m(s) ds \right)^{\frac{1}{p-1}} dt < \infty. \tag{2.35}
\]

Then (2.3) has an entire explosive positive radial solution if \( \gamma > p - 1 \).

**Proof.** From Lemma 2.3, we have that for each \( k \in \mathbb{N} \), the boundary value problem

\[
\text{div} (|\nabla v_k|^{p-2} \nabla v_k) = m(|x|) v_k^\gamma, \quad |x| < k, \\
v_k(x) \to \infty \quad \text{as} \quad |x| \to k \tag{2.36}
\]

has a positive solution. Furthermore,

\[
v_1 \geq v_2 \geq \cdots \geq v_k \geq v_{k+1} \geq \cdots > 0 \tag{2.37}
\]

in \( \mathbb{R}^N \). To prove our result, we only need to prove that

(A) there exists \( w \in C(\mathbb{R}^N) \), \( w > 0 \), such that \( v_k \geq w \) in \( \mathbb{R}^N \) for all \( k \);

(B) \( v \to \infty \) as \( |x| \to \infty \), where \( v = \lim_{k \to \infty} v_k \).

To prove (A), condition (2.35) implies

\[
z(r) = C - \left( \frac{\gamma - p + 1}{p - 1} \right) \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s) ds \right)^{\frac{1}{p-1}} dt, \tag{2.38}
\]

where

\[
C = \left( \frac{\gamma - p + 1}{p - 1} \right) \int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} m(s) ds \right)^{\frac{1}{p-1}} dt \tag{2.39}
\]

is the unique positive solution of the following problem:

\[
\text{div} (|\nabla z|^{p-2} \nabla z) = -\left( \frac{\gamma - p + 1}{p - 1} \right)^{p-1} m(r), \quad x \in \mathbb{R}^N, \ r = \|x\|,
\]

\[
z \to 0, \quad |x| \to \infty. \tag{2.40}
\]
We claim that 

\[ v_k^{(p-1-\gamma)/(p-1)} \leq z \] on \(|x| \leq k\). Clearly, this inequality holds for \(|x| = k\), where \(v_k^{(p-1-\gamma)/(p-1)} = 0\). Letting \(g = v_k^{(p-1-\gamma)/(p-1)}\) gives

\[
\text{div} (|\nabla g|^{p-2} \nabla g) \geq -\left(\frac{\gamma-p+1}{p-1}\right)^{p-1} m(r) \
+ \left(\frac{\gamma-p+1}{p-1}\right)^{p-1} \gamma v_k^{\gamma-1} |\nabla v_k|^p.
\]

Thus

\[
-\text{div} (|\nabla g|^{p-2} \nabla g) \leq -\text{div} (|\nabla z|^{p-2} \nabla z) \quad \text{in} \quad |x| < k,
\]

and from Lemma 2.1, we obtain \(g = v_k^{(p-1-\gamma)/(p-1)} \leq z\) if \(|x| \leq k\). Let \(w = (1/z)^{(p-1)/(\gamma-p+1)}\) and note that \(v_k \geq w\) in \(\mathbb{R}^N\). Consequently, \(v \geq w\) in \(\mathbb{R}^N\) and (A) is proved. Since \(w \to \infty\) as \(|x| \to \infty\), it is clear that (B) follows easily from (A).

**Lemma 2.5.** Suppose that \(p-1 < \alpha \leq \beta \leq q-1\), and \(p, q > 1\). The problem

\[
\text{div} (|\nabla g|^{p-2} \nabla g) = m(|x|) g^\alpha + n(|x|) g^\beta,
\]

\[
\text{div} (|\nabla h|^{q-2} \nabla h) = m(|x|) h^\alpha + n(|x|) h^\beta
\]

has an entire explosive positive radial solution provided that the \(C(\mathbb{R}^N)\) functions \(m(x), n(x) \geq C > 0\) and satisfy

\[
\int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} m(s) ds \right)^{1/(p-1)} dt < \infty,
\]

\[
\int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} n(s) ds \right)^{1/(q-1)} dt < \infty.
\]

**Proof.** From Lemma 2.3, for each natural number \(k\), let \(v_k\) be a positive solution of the boundary value problem

\[
\text{div} (|\nabla v_k|^{p-2} \nabla v_k) = m(|x|) v_k^\alpha + n(|x|) v_k^\beta, \quad |x| < k,
\]

\[ v_k \to \infty, \quad |x| \to k. \]

Again, by the maximum principle, we can show that

\[ v_1 \geq v_2 \geq \cdots \geq v_k \geq v_{k+1} \geq \cdots > 0 \]

in \(\mathbb{R}^N\). To complete the proof, it is sufficient to show that there exists a function \(w \in C(\mathbb{R}^N)\) such that \(w \to \infty\) as \(|x| \to \infty\) and \(v_k \geq w\) in \(\mathbb{R}^N\) for all \(k\). To do this, we first consider the equation

\[
\text{div} (|\nabla u|^{p-2} \nabla u) = [m(|x|) + n(|x|)] u^\beta.
\]
By Lemma 2.4, (2.48) has a positive solution \( u \) on \( \mathbb{R}^N \) such that \( u(x) \to \infty \) as \( |x| \to \infty \). We claim that \( w = u - 1 \) is a desired lower boundary for \( v_k \). Indeed, since

\[
\text{div} \left( |\nabla (v_k + 1)|^{p-2} \nabla (v_k + 1) \right) = \text{div} \left( |\nabla v_k|^{p-2} \nabla v_k \right) = m v_k^\alpha + n v_k^\beta \\
\leq m (v_k + 1)^\alpha + n (v_k + 1)^\beta \\
\leq (m + n) (v_k + 1)^\beta \quad \text{for} \ |x| > k,
\]

and clearly \( v_k + 1 > u \) as \( |x| \to k \), Lemma 2.1 implies that \( v_k + 1 \geq u \) for \( |x| \leq k \). Hence, \( v = \lim_{k \to \infty} v_k \geq u - 1 \) on \( \mathbb{R}^N \). Again, by the standard regularity argument for elliptic problems, it is a straightforward argument to prove that \( v \) is the desired solution of (2.43). By a similar argument, we can show that (2.44) has an entire explosive positive radial solution.

**Lemma 2.6.** Suppose that \( g_R \) and \( h_R \) are positive radial solutions of the problem

\[
\text{div} \left( |\nabla g_R|^{p-2} \nabla g_R \right) = m(r) g_R^\alpha + n(r) g_R^\beta, \quad 0 \leq r < R, \quad g_R(r) \to \infty, \quad r \to R^-,
\]

\[
\text{div} \left( |\nabla h_R|^{q-2} \nabla h_R \right) = m(r) h_R^\alpha + n(r) h_R^\beta, \quad 0 \leq r < R, \quad h_R(r) \to \infty, \quad r \to R^-,
\]

where \( m \) and \( n \) are nonnegative \( C([0, \infty)) \) functions and \( p - 1 < \alpha \leq \beta, \beta > q - 1, p > 1, \) and \( q > 1 \). Then \( \lim_{R \to 0^+} g_R(0) = \infty \) and \( \lim_{R \to 0^+} h_R(0) = \infty \).

**Proof.** Since \( g_R'(r) \geq 0 \) and \( m, n \) are bounded on \([0, 1]\), we get

\[
(g_R'(r))^{p-1} = r^{1-N} \int_0^r s^{N-1} \left[ m(s) g_R^\alpha(s) + n(s) g_R^\beta(s) \right] ds \\
\leq \int_0^r \left[ m(s) g_R^\alpha(s) + n(s) g_R^\beta(s) \right] ds \quad (2.51)
\]

then

\[
g_R'(r) \leq \left( a g_R^\alpha(r) + b g_R^\beta(r) \right)^{1/(p-1)} \\
\leq \begin{cases} 
\a^{1/(p-1)} g_R^{\alpha/(p-1)}(r) + b^{1/(p-1)} g_R^{\beta/(p-1)}, & \text{for } p \geq 2, \\
2^{(2-p)/(p-1)} \left( a^{1/(p-1)} g_R^{\alpha/(p-1)}(r) + b^{1/(p-1)} g_R^{\beta/(p-1)} \right), & \text{for } 1 < p < 2,
\end{cases}
\]

where

\[
a = \int_0^1 m(s) ds, \quad b = \int_0^1 n(s) ds. \quad (2.53)
\]
Thus we have
\[ g_R''(r) \leq 1 \quad \text{for } p \geq 2, \]
\[ \frac{g_R'(r)}{2^{(2-p)/(p-1)} \left( a^{1/(p-1)} g_R^{\alpha/(p-1)}(r) + b^{1/(p-1)} g_R^{\beta/(p-1)}(r) \right)} \leq 1 \quad \text{for } 1 < p < 2, \]
which implies that
\[ -\frac{d}{dr} \int_{0}^{\infty} g_R(r) ds \leq 1 \quad \text{for } p \geq 2, \]
\[ -\frac{d}{dr} \int_{0}^{\infty} (2^{(2-p)/(p-1)} \left( a^{1/(p-1)} g_R^{\alpha/(p-1)} + b^{1/(p-1)} g_R^{\beta/(p-1)} \right)) ds \leq 1 \quad \text{for } 1 < p < 2. \]

Now, integrating from 0 to \( R \) and recalling that \( g_R(r) \to \infty \) as \( r \to R^- \), we get
\[ \int_{0}^{R} \frac{ds}{a^{1/(p-1)} s^{\alpha/(p-1)} + b^{1/(p-1)} s^{\beta/(p-1)}} \leq R \quad \text{for } p \geq 2, \]
\[ \int_{0}^{R} 2^{(2-p)/(p-1)} \left( a^{1/(p-1)} s^{\alpha/(p-1)} + b^{1/(p-1)} s^{\beta/(p-1)} \right) ds \leq R \quad \text{for } 1 < p < 2. \]

Letting \( R \to 0^+ \) yields
\[ \lim_{R \to 0^+} \int_{0}^{R} \frac{ds}{a^{1/(p-1)} s^{\alpha/(p-1)} + b^{1/(p-1)} s^{\beta/(p-1)}} = 0. \]

Hence, we have \( g_R(0) \to \infty \) as \( R \to 0^+ \). By a similar argument, we can show that \( h_R(0) \to \infty \) as \( R \to 0^+ \).

**Lemma 2.7.** Let \( g, h \) be any entire explosive positive radial solutions of \((2.43), (2.44)\) given in Lemma 2.5 and define the sequences \( \{u_k\} \) and \( \{v_k\} \) by
\begin{align*}
  u_k(r) &= a + \int_{0}^{r} \left( t^{1-N} \int_{0}^{t} s^{N-1} m(s) u_{k-1}^{\alpha}(s) ds \right)^{1/(p-1)} dt, \quad r \geq 0, \quad (2.56) \\
  v_k(r) &= b + \int_{0}^{r} \left( t^{1-N} \int_{0}^{t} s^{N-1} n(s) v_{k-1}^{\beta}(s) ds \right)^{1/(q-1)} dt, \quad r \geq 0, \quad (2.57)
\end{align*}
where \( u_0 = a, 0 \leq a \leq \min\{g(0), h(0)\} \), and \( v_0(r) = b, 0 \leq b \leq \min\{g(0), h(0)\} \).

Then
\begin{itemize}
  \item[(a)] \( u_k(r) \leq u_{k+1}(r); v_k(r) \leq v_{k+1}(r), \quad r \in \mathbb{R}^+, \quad k \geq 1; \)
  \item[(b)] \( u_k(r) \leq g(r) \) and \( v_k(r) \leq h(r), \quad r \in \mathbb{R}^+, \quad k \geq 1. \)
\end{itemize}

Thus \( \{u_k\} \) and \( \{v_k\} \) converge and the limit functions are entire positive radial solutions of system \((1.4)\).
**Proof.** (a) Obviously, \( v_0 < v_1 \). This then yields \( u_1 < u_2 \) by (2.58). Consequently, \( v_1 < v_2 \) by (2.59), which yields \( u_2 < u_3 \) by (2.58). Continuing this line of reasoning, we obtain that the sequences \( \{u_k\} \) and \( \{v_k\} \) are monotonically increasing.

(b) We note first that, since \( g \) is radial, we get
\[
g(r) = g(0) + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} [m(s)g^\alpha(s) + n(s)g^\beta(s)] ds \right)^{1/(p-1)} dt.
\]
(2.60)

Now, it is clear (since \( g'(r) \geq 0 \)) that \( b = v_0 \leq g(0) \leq g(r) \) for all \( r \geq 0 \). Thus we have
\[
u_1(r) \leq a + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s)g^\alpha(s) ds \right)^{1/(p-1)} dt \leq g(0) + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} [m(s)g^\alpha(s) + n(s)g^\beta(s)] ds \right)^{1/(p-1)} dt = g(r).
\]
(2.61)

Thus we have \( u_1 \leq g \). Similar arguments will show, in sequence, that \( v_1 \leq h, \ u_2 \leq g, \ldots \).

3. **Main results.** By a modification of the method given in [13], we establish the following results.

**Theorem 3.1.** Suppose that \( m \) and \( n \) are \( C(\mathbb{R}^N) \) functions and \( m(x) = m(|x|), n(x) = n(|x|) \geq C > 0, 0 < \alpha \leq p - 1, \) and \( 0 < \alpha \leq \beta \leq q - 1 \). Then there exists an entire positive radial solution of (1.4) with any central values
\[
u(0) = a \geq 0, \quad v(0) = b \geq 0.
\]
(3.1)

If, in addition, the functions \( m \) and \( n \) satisfy
\[
\int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} m(s) ds \right)^{1/(p-1)} dt = \infty,
\]
\[
\int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} n(s) ds \right)^{1/(q-1)} dt = \infty,
\]
(3.2)
then all entire positive radial solutions of (1.4) are large solutions. On the other hand, if \( m \) and \( n \) satisfy
\[
\int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} m(s) ds \right)^{1/(p-1)} dt < \infty,
\]
\[
\int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} n(s) ds \right)^{1/(q-1)} dt < \infty,
\]
(3.3)
then all entire positive radial solutions of (1.4) are bounded.
Proof. Note that radial solutions of (1.4) are solutions of the ordinary differential equation system

\[
\begin{align*}
(\Phi_p(u'))' + \frac{N-1}{r} \Phi_p(u') &= m(r)v^\alpha, \\
(\Phi_q(v'))' + \frac{N-1}{r} \Phi_q(v') &= n(r)u^\beta.
\end{align*}
\]

(3.4)

Thus solutions of (1.4) are simply solutions of

\[
\begin{align*}
u(r) &= a + \int_0^r \left(t^{1-N} \int_0^t s^{N-1} m(s)v^\alpha(s)ds\right)^{1/(p-1)} dt, \quad r \geq 0, \\
v(r) &= b + \int_0^r \left(t^{1-N} \int_0^t s^{N-1} n(s)u^\beta(s)ds\right)^{1/(q-1)} dt, \quad r \geq 0.
\end{align*}
\]

(3.5)

Let \{u_k\} and \{v_k\} be as defined in Lemma 2.7, where the central values \((a, b)\) may be any ordered pair of nonnegative numbers. We will show that the monotonically increasing sequences \{u_k\} and \{v_k\} are bounded above whenever \(r\) is bounded and hence converge on \(\mathbb{R}^N\). Indeed, we note that, since \(v'_k(r) \geq 0\),

\[
u_k(r) \leq u_{k+1}(r) \leq a + v_k^{\alpha/(p-1)}(r) \int_0^r \left(t^{1-N} \int_0^t s^{N-1} m(s)ds\right)^{1/(p-1)} dt
\]

(3.6)

where

\[
f(r) = \int_0^r \left(t^{1-N} \int_0^t s^{N-1} m(s)ds\right)^{1/(p-1)} dt.
\]

(3.7)

Similarly, we get

\[
v_k(r) \leq b + u_k^{\beta/(q-1)}(r)g(r),
\]

where

\[
g(r) = \int_0^r \left(t^{1-N} \int_0^t s^{N-1} n(s)ds\right)^{1/(q-1)} dt.
\]

(3.8)

Combining these, we get

\[
u_k(r) \leq a + f(r)\left(b + u_k^{\beta/(q-1)}(r)g(r)\right)^{\alpha/(p-1)}.
\]

(3.9)

Since \(0 < \alpha < p - 1\), we know that \((c + d)^{\alpha/(p-1)} \leq c^{\alpha/(p-1)} + d^{\alpha/(p-1)}\) for any nonnegative constants \(c\) and \(d\). Therefore, by applying this inequality, we get

\[
u_k(r) \leq a + f(r) \left(b^{\alpha/(p-1)} + u_k^{\alpha\beta/(p-1)(q-1)}g^{\alpha/(p-1)}\right)
\]

(3.10)

\[
= c(r) + u_k^{\alpha\beta/(p-1)(q-1)}h(r).
\]

If \(\alpha\beta < (p-1)(q-1)\), using the elementary inequality (see [19, page 30])

\[
x^{1/m} y^{1/n} \leq \frac{x}{m} + \frac{y}{n},
\]

(3.11)
where \( x \geq 0, y \geq 0, \) and \( 1/m + 1/n = 1 \) with \( m > 1 \), we observe that
\[
\begin{align*}
u_k(r) &\leq c(r) + \frac{\alpha \beta}{(p-1)(q-1)} \nu_k + \left( 1 - \frac{\alpha \beta}{(p-1)(q-1)} \right) h^{1/(1-\alpha \beta/(p-1)(q-1))}. \\
&\quad \forall k.
\end{align*}
\] (3.12)

Thus
\[
\begin{align*}
u_k(r) &\leq c(r) + \left( 1 - \frac{\alpha \beta}{(p-1)(q-1)} \right) h^{1/(1-\alpha \beta/(p-1)(q-1))} \quad \forall k.
\end{align*}
\] (3.13)

Similarly, there exists a function \( \psi \) such that \( \nu_k(r) \leq \psi(r) \) for all \( k \) if \( \alpha \beta < (p-1)(q-1) \). On the other hand, if \( \alpha \beta = (p-1)(q-1) \) so that \( \alpha = p-1 \) and \( \beta = q-1 \), we substitute (3.6) into the equation for \( \nu_k \) to get
\[
\begin{align*}
u_k(r) &\leq b + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} q(s) \left[ a + f(s) \nu_k(s) \right]^{q-1} ds \right)^{1/(q-1)} dt.
\end{align*}
\] (3.14)

We consider two cases here: (i) \( q \geq 2 \) and (ii) \( 1 < q < 2 \).

In case (i), we have that \( q-1 \geq 1 \). Using the inequality \( (1+x)^{(q-1)} \leq 2^{q-2}(1+x^{q-1}) \) for \( x \geq 0 \), we have
\[
\begin{align*}
u_k(r) &\leq b + \int_0^r 2^{(q-2)/(q-1)} \left( t^{1-N} \int_0^t s^{N-1} \left[ a^{q-1} + v^{q-1} f^{q-1}(s) q(s) ds \right]^{1/(q-1)} dt \\
&\quad \leq b + \int_0^r 2^{(q-2)/(q-1)} \left[ t^{1-N} \int_0^t s^{N-1} a^{q-1} q(s) ds \\
&\quad \quad + t^{1-N} \int_0^t s^{N-1} v^{q-1}(s) f^{q-1}(s) q(s) ds \right]^{1/(q-1)} dt \\
&\quad \leq \mathcal{V}(r) \\
&\quad \quad + 2^{(q-2)/(q-1)} \int_0^R t^{(1-N)/(q-1)} \left( \int_0^t s^{N-1} v^{q-1} f^{q-1}(s) q(s) ds \right)^{1/(q-1)} dt \\
&\quad \leq \mathcal{V}(r) + 2^{(q-2)/(q-1)} \int_0^R \nu_k(t) \left( \int_0^t \left( \frac{s}{r} \right)^{N-1} f^{q-1}(s) q(s) ds \right)^{q-1} dt.
\end{align*}
\] (3.15)

Letting \( a(r) = \int_0^r \nu_k(t) \left( \int_0^t \left( \frac{s}{r} \right)^{N-1} f^{q-1}(s) q(s) ds \right) dt \), then
\[
\begin{align*}a'(r) &\leq \nu_k(r) \left( \int_0^t \left( \frac{s}{r} \right)^{N-1} f^{q-1}(s) q(s) ds \right)^{1/(q-1)}.
\end{align*}
\] (3.16)

Therefore,
\[
\begin{align*}a'(r) &\leq \mathcal{V}(r) \left( \int_0^r \left( \frac{s}{r} \right)^{N-1} f^{q-1}(s) q(s) ds \right)^{1/(q-1)} \\
&\quad + 2^{(q-2)/(q-1)} a(r) \left( \int_0^r \left( \frac{s}{r} \right)^{N-1} f^{q-1}(s) q(s) ds \right)^{1/(q-1)}.
\end{align*}
\] (3.17)
Letting
\[ d'(r) = 2(q-2)/(q-1) \left( \int_0^r \left( \frac{s}{r} \right)^{N-1} f^{q-1}(s) q(s) ds \right)^{1/(q-1)} , \]
\[ c(r) = \bar{B}(r) \left( \int_0^r \left( \frac{s}{r} \right)^{N-1} f^{q-1}(s) q(s) ds \right)^{1/(q-1)} , \]
then
\[ (e^{-d(r)} a(r))' \leq c(r) e^{-d(r)} \iff a(r) \leq K(r) . \] (3.19)

Thus
\[ v_k(r) \leq c(r) . \] (3.20)

Similarly, there exists a function \( \bar{d}(r) \) such that \( u_k(r) \leq \bar{d}(r) \) for all \( k \) if \( \alpha = p - 1 \). Thus the sequences \{\( u_k \)\} and \{\( v_k \)\} are bounded above on bounded sets and therefore converge. Let \( u(r) = \lim_{k \to \infty} u_k(r) \) and \( v(r) = \lim_{k \to \infty} v_k(r) \). By standard elliptic regularity theory, it can be shown that \( (u,v) \) is the desired solution of (1.4).

In case (ii), we have that \( 0 < q - 1 < 1 \) using the inequality \( (1 + x)^{q-1} \leq 1 + x^{q-1} \) for \( x \geq 0 \). Similarly, as in (i), there exist functions \( \bar{c}(r) \) and \( \bar{d}(r) \) such that \( u_k(r) \leq \bar{c}(r) \) and \( v_k(r) \leq \bar{d}(r) \) for all \( k \) if \( \alpha = p - 1 \) and \( \beta = q - 1 \).

If (3.2) hold and \( (u,v) \) is a positive solution of (3.5), then, clearly,
\[ u(r) \geq a + b_\alpha/(p-1) f(r) , \] (3.21)
and, similarly, \( v(r) \geq b + a_\beta/(q-1) g(r) \). However, \( \lim_{r \to \infty} f(r) = \lim_{r \to \infty} g(r) = \infty \). Thus, \( (u,v) \) is an entire explosive radial solution.

On the other hand, if the inequalities (3.3) hold, then \( \lim_{r \to \infty} f(r) < \infty \) and \( \lim_{r \to \infty} g(r) < \infty \) so that the estimates above providing upper bounds for the sequences \{\( u_k \)\} and \{\( v_k \)\} may be chosen independent of \( r \) so that the solution \( (u,v) \) is bounded above (and, in fact, any solution of (3.5) will be bounded when the inequalities (3.3) hold).

We now give our main theorems for the superlinear case, where \( p - 1 < \alpha \leq \beta \), \( \beta \geq q - 1 \), and \( 2 \leq q \leq p \). We use the notation \( \mathbb{R}^+ = [0, \infty) \) and define the set \( G \) as
\[ G = \{(a,b) \in \mathbb{R}^+ \times \mathbb{R}^+ \mid u(0) = a, \ v(0) = b, \ (u,v) \text{ is an entire radial solution of (1.4)}\} . \] (3.22)

**Theorem 3.2.** There are infinitely many entire positive radial solutions of system (1.4) provided that the \( C(\mathbb{R}^N) \) functions \( m \) and \( n \) satisfy (3.3). The set \( G \) is a closed bounded convex subset of \( \mathbb{R}^+ \times \mathbb{R}^+ \). Furthermore, the set \( G \) satisfies
\[ T \subset G \subset R , \] (3.23)
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where the triangle $T$ and the rectangle $R$ are given by

$$T = \left\{ (u, v) \in \mathbb{R}^+ \times \mathbb{R}^+ \mid \frac{u}{A} + \frac{v}{B} \leq 1 \right\}, \quad R = [0, A] \times [0, B],$$

(3.24)

in which $A = \sup\{a \in \mathbb{R}^+ \mid (a, 0) \in G\}$ and $B = \sup\{b \in \mathbb{R}^+ \mid (0, b) \in G\}$.

**Proof.** From Lemma 2.7, it is clear that $[0, g(0)] \times [0, h(0)] \subset G$ so that $G$ is nonempty. We will show that $G$ is a bounded, closed, and convex set and then prove relationship (3.23).

As a preliminary, note that, if $(a, b) \in G$, then any pair $(a_0, b_0)$ for which $0 \leq a_0 \leq a$ and $0 \leq b_0 \leq b$ must be in $G$ since the process used in Lemma 2.7 can be repeated with

$$u_k(r) = a_0 + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s) v_{k-1}^{\alpha}(s) ds \right)^{1/(p-1)} dt,$$

$$v_k(r) = b_0 + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} n(s) u_{k-1}^{\beta}(s) ds \right)^{1/(q-1)} dt,$$

and $v_0 = b$, $u_0 = a$. Then, as in Lemma 2.7, the sequences $\{u_k\}$ and $\{v_k\}$ are monotonically increasing. Then, letting $(U, V)$ be the solution of (3.5) with central values $(a, b)$, we can easily prove, since $b_0 \leq b$, that $v_0 \leq V$. Thus, $u_1 \leq U$ (since, also, $a_0 \leq a$), and consequently $v_1 \leq V$, and so on. Hence, we get $u_k \leq U$ and $v_k \leq V$, and therefore, $u \leq U$ and $v \leq V$, where $(u, v) = \lim_{k \to \infty} (u_k, v_k)$ is a solution of (1.4) (with central values $(a_0, b_0)$).

To prove that $G$ is bounded, assume that it is not. Therefore, since $[0, a] \times [0, b] \subset G$ whenever $(a, b) \in G$, we must have either $[0, \infty) \times [0] \subset G$ or $[0] \times [0, \infty) \subset G$. Without loss of generality, we assume that $[0, \infty) \times [0] \subset G$. Let $\overline{m}(r) = \min\{m(r), n(r)\}$ and let $h$ be a positive radial solution of

$$\text{div}(|\nabla h|^{p-2} \nabla h) = 2^{-\alpha} \overline{m}(r) h^{\alpha}, \quad 0 \leq r \leq 1,$$

$$h(r) \to \infty, \quad r \to 1^-.$$  

(3.26)

(See Lemma 2.3 for the proof of existence.) Let $(u, v)$ be any solution, which exists by hypothesis, to (3.5) with $a > h(0)$ and $b = 0$. Without loss of generality, we will assume that $a \geq 1$. We now show that $h \leq u + v$ for all $r \geq 0$ which, if proven, will contradict the fact that $u + v$ exists for all $r \geq 0$. Clearly, $h(0) < a \leq u(0) + v(0)$. Thus there exists $\epsilon > 0$ such that $h(r) < u(r) + v(r)$ for all $r \in [0, \epsilon)$. Let

$$R_0 = \sup \{\epsilon > 0 \mid h(r) < u(r) + v(r), \forall r \in [0, \epsilon]\}.$$  

(3.27)
We claim that $R_0 = 1$. Indeed, suppose that $R_0 < 1$. Since $h(r) < u(r) + v(r)$ in $[0,R_0)$, elementary estimates yield

\[
h(R_0) = h(0) + \int_0^{R_0} \left( t^{1-N} \int_0^t s^{N-1} 2^{-\alpha} \mathcal{M}(s) h^\alpha(s) ds \right)^{1/(p-1)} dt
\]

Thus we note that

\[
\begin{align*}
\leq h(0) + \int_0^{R_0} \left( t^{1-N} \int_0^t s^{N-1} \mathcal{M}(s) [u + v]^\alpha(s) ds \right)^{1/(p-1)} dt \\
\leq h(0) + \int_0^{R_0} \left( t^{1-N} \int_0^t s^{N-1} (m v^\alpha(s) + nu^\alpha(s)) ds \right)^{1/(p-1)} dt \\
\leq h(0) + \int_0^{R_0} \left( t^{1-N} \int_0^t s^{N-1} (m v^\alpha(s) + n u^\beta(s)) ds \right)^{1/(p-1)} dt
\end{align*}
\]

(3.28)

\[
< a + \int_0^{R_0} \left( t^{1-N} \int_0^t s^{N-1} m v^\alpha(s) ds \right)^{1/(p-1)} dt
\]

\[
+ \int_0^{R_0} \left( t^{1-N} \int_0^t s^{N-1} n u^\beta(s) ds \right)^{1/(q-1)} dt
\]

\[
< u(R_0) + v(R_0).
\]

Thus, since $h(R_0) < u(R_0) + v(R_0)$, there exists $\delta > 0$ such that $h(r) < u(r) + v(r)$ in $[0,R_0 + \delta)$. This contradicts the fact that $R_0$ is a supremum. Thus, $R_0 = 1$, establishing the boundedness of the set $G$.

To prove that $G$ is closed, we let $(a_0,b_0) \in \partial G$ and show that $(a_0,b_0) \in G$. Let $(u,v)$ be the solution of (3.5) which corresponds to $a = a_0$ and $b = b_0$. Without loss of generality, we may assume that $\max\{a_0,b_0\} > K = g(0)$, where the function $g$ is given in Lemma 2.7. If $\max\{a_0,b_0\} = a_0$, then $K \leq a_0 - 1/n$ for large $n$ so that $u_n(r) \geq K$ for all $r \geq 0$ and for all $n$ sufficiently large where

\[
\begin{align*}
u_n &= a_0 - \frac{1}{n} + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s) v_{n-1}^\alpha(s) ds \right)^{1/(p-1)} dt, \\
v_n &= b_0 + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} n(s) u_{n-1}^\beta(s) ds \right)^{1/(q-1)} dt.
\end{align*}
\]

(3.29)

Thus we note that

\[
\begin{align*}
m v_n^\alpha &\geq \mathcal{M}(r) v_n^\alpha, \\
u_n^\beta &\geq nu_n^{\beta-\alpha} u_n^\alpha \geq nK^{\beta-\alpha} u_n^\alpha \geq \mathcal{M}(r) u_n^\alpha,
\end{align*}
\]

(3.30)

where $\mathcal{M}(r) = \min\{1,K^{\beta-\alpha}\} \min\{m(r),n(r)\}$. Thus

\[
\begin{align*}
div (|\nabla u_n|^{p-2} \nabla u_n) &\geq \mathcal{M}(r) v_n^\alpha, \\
div (|\nabla v_n|^{q-2} \nabla v_n) &\geq \mathcal{M}(r) u_n^\alpha.
\end{align*}
\]

(3.31)
Let \( h_1(r) \) and \( h_2(r) \) be positive solutions of

\[
\begin{align*}
\text{div}( |\nabla h_1|^{p-2} \nabla h_1) &= \overline{m}(r) h_1^\alpha, \quad 0 \leq r < R_0, \\
h_1(r) &\to \infty, \quad r \to R_0, \\
\text{div}( |\nabla h_2|^{q-2} \nabla h_2) &= \overline{m}(r) h_2^\alpha, \quad 0 \leq r < R_0, \\
h_2(r) &\to \infty, \quad r \to R_0,
\end{align*}
\]

where \( R_0 \) is an arbitrary positive real number. It is now easy to show by Lemma 2.1 that \( u_n \leq h_1 \) and \( v_n \leq h_2 \); thus \( u_n + v_n \leq h_1 + h_2 \) in \([0, R_0]\). Hence, \( u + v = \lim_{n \to \infty} (u_n + v_n) \leq h_1 + h_2 \) on \([0, R_0]\). Since \( R_0 \) is arbitrary, the functions \( u \) and \( v \) exist on \( \mathbb{R}^N \) and are hence entire so that \((a_0, b_0) \in G\). On the other hand, if \( \max\{a_0, b_0\} = b_0 \), then \( K \leq b_0 - 1/n \) for large \( n \) so that \( v_n \geq K \) for all \( r \geq 0 \) and for all sufficiently large \( n \). Then \( u_n(r) \geq K f(r) \), where \( f(r) = \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s) ds \right)^{1/(p-1)} dt \), and the proof continues as before with \( K \) replaced by \( K f(r) \).

To prove that \( G \) is convex, suppose that \((a, b) \in G \) and \((\overline{a}, \overline{b}) \in G\). Let \( \lambda \in (0, 1) \), let \((u, v)\) be the solution of (3.5), and let \((U, V)\) be the solution of (3.5) when \((a, b)\) is replaced by \((\overline{a}, \overline{b})\). We need to prove that \( \lambda (a, b) + (1 - \lambda) (\overline{a}, \overline{b}) \in G\). To do this, we let \( \{u_n\} \), \( \{v_n\} \), \( \{U_n\} \), and \( \{V_n\} \) be the increasing sequences of functions, as developed in Lemma 2.7, such that \( u_n \not\to u \), \( v_n \not\to v \), \( U_n \not\to U \), and \( V_n \not\to V \). Likewise, let \( \{w_n\} \) and \( \{z_n\} \) be the sequences developed again as in Lemma 2.7 corresponding to central values \( \lambda a + (1 - \lambda) \overline{a} \) and \( \lambda b + (1 - \lambda) \overline{b} \), respectively. We also let \( z_0 = \lambda b + (1 - \lambda) \overline{b} \). We will show that the increasing sequences \( \{w_n\} \) and \( \{z_n\} \) satisfy

\[
\begin{align*}
w_n &\leq \lambda u_n + (1 - \lambda) U_n, \\
z_n &\leq \lambda v_n + (1 - \lambda) V_n,
\end{align*}
\]

which, in turn, implies that \( \{w_n\} \) and \( \{z_n\} \) converge, and hence, their limits are entire, giving \( \lambda (a, b) + (1 - \lambda) (\overline{a}, \overline{b}) \in G\). Clearly, \( z_0 \leq \lambda v_0 + (1 - \lambda) V_0 \). Then

\[
\begin{align*}
w_1(r) &= \lambda a + (1 - \lambda) \overline{a} + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s) z_0^\alpha(s) ds \right)^{1/(p-1)} dt \\
&\leq \lambda a + (1 - \lambda) \overline{a} + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s) [\lambda v_0 + (1 - \lambda) V_0]^\alpha(s) \right)^{1/(p-1)} dt.
\end{align*}
\]

Since \( \alpha > p - 1 \geq 1 \), however, we know that \( (\lambda c + (1 - \lambda) d)^\alpha \leq \lambda c^\alpha + (1 - \lambda) d^\alpha \) for any nonnegative numbers \( c \) and \( d \). Applying this inequality, we get

\[
\begin{align*}
w_1(r) &\leq \lambda a + (1 - \lambda) \overline{a} \\
&\quad + \int_0^r \left( t^{1-N} \int_0^t s^{N-1} m(s) [\lambda v_0^\alpha + (1 - \lambda) V_0^\alpha] (s) ds \right)^{1/(p-1)} dt \\
&= \lambda u_1 + (1 - \lambda) U_1.
\end{align*}
\]
Using this result, we can prove similarly that \( z_1 \leq \lambda v_1 + (1 - \lambda)V_1 \) which, in turn, can be used to get \( w_2 \leq \lambda u_2 + (1 - \lambda)U_2 \). Continuing this process will produce (3.33).

To prove (3.23), it is clear that, since \((A,0)\) and \((0,B)\) are in \(G\) and \(G\) is convex, the line \(x/A + y/B = 1\) is in \(G\). And, as noted earlier, if \((a,b) \in G\), then \((x_0,y_0) \in G\) whenever \(0 \leq x_0 \leq a\) and \(0 \leq y_0 \leq b\). Hence, \(T \subset G\). Similarly, \(G \subset R\) for if \((a_0,b_0) \in G\), then \((a_0,0) \in G\) and \((0,b_0) \in G\). Thus \(0 \leq a_0 \leq A\) and \(0 \leq b_0 \leq B\) so that \((a_0,b_0) \in R\). This completes the proof. \(\square\)

**Theorem 3.3.** Let \(E(G)\) be the closure of the set \(\{(a,b) \in \partial G \mid a > 0, b > 0\}\). Any entire positive radial solution \((u,v)\) of (1.4) with central value \((u(0),v(0)) \in E(G)\) is an explosive solution.

**Proof.** Let \(u_n\) and \(v_n\) be defined as positive solutions of

\[
\begin{align*}
    u_n &= u(0) + \frac{1}{n} + \int_0^r \left( t^{1-N} \int_0^t m(s) v_n^\beta(s) ds \right)^{(p-1)/2} dt, \\
    v_n &= v(0) + \frac{1}{n} + \int_0^r \left( t^{1-N} \int_0^t n(s) u_n^\alpha(s) ds \right)^{(q-1)/2} dt,
\end{align*}
\]

where \((u(0),v(0)) \in E(G)\). We note that \(u'_n(r) \geq 0\) and \(v'_n(r) \geq 0\). Also, since \((u(0) + 1/n,v(0) + 1/n) \notin G\), for each \(n = 1,2,3,\ldots\), there exists \(R_n < \infty\) such that

\[
\lim_{r \to R_n} u_n(r) = \infty, \quad \lim_{r \to R_n} v_n(r) = \infty,
\]

\(R_1 \leq R_2 \leq R_3 \leq \cdots\). (3.37)

From (3.36) and the fact that \(v'_n \geq 0\), we get

\[
v_n(r) \leq v(0) + \frac{1}{n} + u_n^\beta/(q-1)(r) \int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} n(s) ds \right)^{(q-1)/2} dt,
\]

which implies that

\[
v_n(r) \leq C u_n(r) + Ku_n^\beta/(q-1)(r), \quad (3.39)
\]

where \(C\) is any upper bound on \((v(0) + 1/n)/(u(0) + 1/n)\) and

\[
K = \int_0^\infty \left( t^{1-N} \int_0^t s^{N-1} n(s) ds \right)^{(q-1)/2} dt < \infty.
\]

Since \(u_n\) satisfies

\[
div (|\nabla u|^{p-2} \nabla u) = m \nu_n^\alpha,
\]

we use (3.39) to get

\[
div (|\nabla u|^{p-2} \nabla u) \leq mf(u_n), \quad (3.42)
\]
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where \( f(s) = (Cs + Ks^{\alpha/(q-1)})^{\alpha} \). Define

\[
F(s) = \int_{s}^{\infty} \frac{dt}{f^{1/(p-1)}(t)},
\]

which is well defined for \( s > 0 \) since \( \alpha > p - 1 \). Note also that

\[
F'(s) = -\frac{1}{f^{1/(p-1)}(s)}, \quad F''(s) = \frac{f'(s)}{(p-1)(f^{1/(p-1)})^p} > 0.
\]

Thus

\[
\text{div} \left( |\nabla F(u_n)|^{p-2} \nabla F(u_n) \right) = -|F'(u_n)|^{p-1} \text{div} \left( |\nabla u_n|^{p-2} \nabla u_n \right) + (p-1)|F'(u_n)|^{p-2} \frac{F''(u_n)}{|\nabla u_n|} \geq -|F'(u_n)|^{p-1} m f(u_n) = -m.
\]

Hence,

\[
\text{div} \left( |\nabla F(u_n)|^{p-2} \nabla F(u_n) \right) \geq -m(r)
\]

or

\[
(r^{N-1}|F'(u_n)|^{p-2} \frac{F''(u_n)}{|\nabla u_n|})' \geq -r^{N-1} m(r).
\]

Integrate this over \([0,r]\) to get

\[
\frac{d}{dr} F(u_n) \geq - \left( r^{1-N} \int_{0}^{r} s^{N-1} m(s) ds \right)^{1/(p-1)}.
\]

Now integrate this over \([r,R_n]\). Noting that \( u_n(r) \to \infty \) as \( r \to R_n^- \) (and hence, \( F(u_n(r)) \to 0 \) as \( r \to R_n^- \)), we get

\[
-F(u_n(r)) \geq - \int_{r}^{R_n} \left( s^{1-N} \int_{0}^{s} t^{N-1} m(t) dt \right)^{1/(p-1)} ds.
\]

Thus we have

\[
F(u_n) \leq \int_{r}^{R_n} \left( s^{1-N} \int_{0}^{s} t^{N-1} m(t) dt \right)^{1/(p-1)} ds.
\]

Since \( F'(s) < 0 \) for \( s > 0 \), we have

\[
u_n(r) \geq F^{-1} \left( \int_{r}^{R_n} \left( s^{1-N} \int_{0}^{s} t^{N-1} m(t) dt \right)^{1/(p-1)} ds \right).
\]

Now, let \( n \to \infty \) so that \( R_n \to R \leq \infty \) and \( u_n \to u \) to produce

\[
u_n(r) \geq F^{-1} \left( \int_{r}^{R} \left( s^{1-N} \int_{0}^{s} t^{N-1} m(t) dt \right)^{1/(p-1)} ds \right), \quad 0 \leq r < R.
\]
Letting $r \to R^-$ and since from Lemma 2.6,

$$\lim_{s \to 0^+} F^{-1}(s) = \infty,$$  \hspace{1cm} (3.53)

we have

$$\lim_{r \to R^-} u(r) \geq \lim_{r \to R^-} F^{-1}\left(\int_r^R \left(s^{1-N} \int_0^s t^{N-1} m(t) dt\right)^{1/(p-1)} ds\right) = \infty.$$  \hspace{1cm} (3.54)

Since $u$ is entire, we conclude that $R = \infty$ and $\lim_{r \to \infty} u(r) = \infty$. This completes the proof. \hfill \Box
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