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Abstract. We consider the general setting of A.D. Alexandroff, namely, an arbitrary set \( X \) and an arbitrary lattice of subsets of \( X, \mathcal{L} \). \( \mathcal{A}(\mathcal{L}) \) denotes the algebra of subsets of \( X \) generated by \( \mathcal{L} \) and \( MR(\mathcal{L}) \) the set of all lattice regular, (finitely additive) measures on \( \mathcal{A}(\mathcal{L}) \).

First, we investigate various topologies on \( MR(\mathcal{L}) \) and on various important subsets of \( MR(\mathcal{L}) \), compare those topologies, and consider questions of measure repleteness whenever it is appropriate.

Then, we consider the weak topology on \( MR(\mathcal{L}) \), mainly when \( \mathcal{L} \) is \( \delta \) and normal, which is the usual Alexandroff framework. This more general setting enables us to extend various results related to the special case of Tychonoff spaces, lattices of zero sets, and Baire measures, and to develop a systematic procedure for obtaining various topological measure theory results on specific subsets of \( MR(\mathcal{L}) \) in the weak topology with \( \mathcal{L} \) a particular topological lattice.
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1. INTRODUCTION. We consider the general setting of A.D. Alexandroff [2], namely, an arbitrary set \( X \) and an arbitrary lattice of subsets of \( X, \mathcal{L} \). \( \mathcal{A}(\mathcal{L}) \) denotes the algebra of subsets of \( X \) generated by \( \mathcal{L} \) and \( MR(\mathcal{L}) \) the set of all bounded, lattice regular, finitely additive measures on \( \mathcal{A}(\mathcal{L}) \).

First, we investigate various topologies on \( MR(\mathcal{L}) \) and on various important subsets of \( MR(\mathcal{L}) \), compare those topologies, and consider questions of measure repleteness whenever it is appropriate. It should be noted that the first topology we investigate was first considered by Blau [8] and by Kallianpur [14] on specific subsets of \( MR(\mathcal{L}) \) and by the latter in a topological framework. We thereby generalize those results and indeed we obtain Blau's main results as special cases.

Next, we consider the weak topology on \( MR(\mathcal{L}) \), mainly when \( \mathcal{L} \) is \( \delta \) and normal, which is the usual Alexandroff framework. This more general setting enables us to extend various results of Varadarajan [20] and to give applications to other specific topological spaces, rather than to just Tychonoff spaces, lattices of zero sets, and Baire measures, as is done by Varadarajan. Our emphasis here is to just give an example of the type of generalizations which are possible and to develop some topological measure theory results on specific subsets of \( MR(\mathcal{L}) \) in the weak topology with \( \mathcal{L} \) a particular topological lattice. We do not attempt here a systematic study of abstract Prohorov spaces, but just give an indication of the type of results which can be obtained.
In summary, our aim is not just for generalization, but to give a systematic procedure, in a general setting, namely that of $MR(\mathcal{L})$, for handling any of those special settings.

We adhere to standard terminology which can be found e.g., in [2,4,5,11,20], and we review some of the more important terminology and notation used throughout the paper.

**Section 1.** Terminology and notation.

a) Consider any set $X$ and any lattice of subsets of $X, \mathcal{L}$. We shall always assume, without loss of generality for our purposes, that $\emptyset, X \in \mathcal{L}$. The definitions of the following terms are found in [4]: $\mathcal{L}$ is $\delta$, separating, disjunctive, regular, normal, Lindelöf, compact, countably compact, countably paracompact.

A subset of $X, \mathcal{S}$, is said to be $\mathcal{L}$-compact if and only if the lattice $\mathcal{S} \cap \mathcal{L}$ is compact. The collection of $\mathcal{L}$-compact sets is denoted by $\mathcal{K}$.

For any topological space $X$, the collection of closed sets is denoted by $\tau$, the collection of clopen sets by $\mathcal{A}$ and the collection of Borel sets by $\mathcal{B}$.

b) For an arbitrary function $f$, the domain of $f$ is denoted by $D_f$. For an arbitrary subset of $X, \mathcal{S}$, the characteristic function of $\mathcal{S}$ is denoted by $\chi_{\mathcal{S}}$. A function $f$ from $X$ to $R \cup \{+\infty\}$ is said to be $\mathcal{L}$-continuous if and only if for every closed subset of $R \cup \{+\infty\}, C, f^{-1}(C) \in \mathcal{L}$. The set whose general element is a function from $X$ to $R \cup \{+\infty\}$ which is $\mathcal{L}$-continuous and bounded is denoted by $C_b(\mathcal{L})$. The set whose general element is a zero set of $\mathcal{L}$ is denoted by $Z(\mathcal{L})$.

The set whose general element is the intersection of an arbitrary subset of $\mathcal{L}$ is denoted by $\mathcal{I}(\mathcal{L})$.

The algebra of subsets of $X$ generated by $\mathcal{L}$ is denoted by $\mathcal{A}(\mathcal{L})$.

c) Consider any algebra of subsets of $X, \mathcal{A}$. A measure on $\mathcal{A}$ is defined to be a function $\mu$, from $\mathcal{A}$ to $R$, such that $\mathcal{A}$ is finitely additive and bounded. (See [2], p. 567.) The set whose general element is a measure on $\mathcal{A}(\mathcal{L})$ is denoted by $\mathcal{M}(\mathcal{L})$.

For an arbitrary element of $\mathcal{M}(\mathcal{L}), \mu$, the support of $\mu$ is defined to be $\bigcap \{L \in \mathcal{L} | \mu(\mathcal{L}) = |\mu|(X)\}$ and is denoted by $S(\mu)$.

An element of $\mathcal{M}(\mathcal{L}), \mu$, is said to be $\mathcal{L}$-regular if and only if for every element of $\mathcal{A}(\mathcal{L}), E$, for every positive number, $\varepsilon$, there exists an element of $\mathcal{L}, L$, such that $L \subseteq E$ and $|\mu(E) - \mu(L)| < \varepsilon$. The set whose general element is an element of $\mathcal{M}(\mathcal{L})$ which is $\mathcal{L}$-regular is denoted by $MR(\mathcal{L})$. An element of $\mathcal{M}(\mathcal{L}), \mu$, is said to be $\mathcal{L}$-$(\sigma$-smooth) if and only if for every sequence in $\mathcal{A}(\mathcal{L}), (A_n)$, if $(A_n)$ is decreasing and $\lim A_n = \emptyset$, then $\lim \mu(A_n) = 0$. The set whose general element is an element of $\mathcal{M}(\mathcal{L})$ which is $\mathcal{L}$-$(\sigma$-smooth) is denoted by $\mathcal{M}(\sigma, \mathcal{L})$. An element of $\mathcal{M}(\mathcal{L}), \mu$, is said to be $\mathcal{L}$-tight if and only if $\mu \in M(\sigma, \mathcal{L})$ and for every positive number, $\varepsilon$, there exists an $\mathcal{L}$-compact set, $K$, such that $|\mu|(K') < \varepsilon$. The set whose general element is an element of $\mathcal{M}(\mathcal{L})$ which is $\mathcal{L}$-tight is denoted by $MR(\mathcal{t}, \mathcal{L})$. A subset of $\mathcal{M}(\mathcal{L}), A$, is said to be $\mathcal{L}$-tight if and only if $A \subseteq M(\sigma, \mathcal{L})$ and $A$ is norm bounded and for every positive number, $\varepsilon$, there exists an $\mathcal{L}$-compact set, $K$, such that whenever $\mu \in A$, then $|\mu|(K') < \varepsilon$.

The set whose general element is an element of $\mathcal{M}(\mathcal{L}), \mu$, such that $\mu(\mathcal{M}(\mathcal{L})) = \{0, 1\}$ is denoted by $\mathcal{I}(\mathcal{L})$. For an arbitrary element of $\mathcal{A}(\mathcal{L}), A, \{\mu \in IR(\mathcal{L}) | \mu(A) = 1\}$ is denoted by $W(\mathcal{L})$ and $\{\mu \in IR(\sigma, \mathcal{L}) | \mu(A) = 1\}$ by $W_\sigma(\mathcal{L})$.

d) $\mathcal{L}$ is said to be replete if and only if whenever $\mu \in IR(\sigma, \mathcal{L})$, then $S(\mu) = \emptyset$. $\mathcal{L}$ is said to be measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$. $\mathcal{L}$ is said to be strongly measure replete if and only if $MR(\sigma, \mathcal{L}) = MR(\mathcal{t}, \mathcal{L})$.
Consider any set $X$ and any lattice of subsets of $X, \mathcal{L}$. Review the definition of the weak topology on $MR(\mathcal{L})$. Consider any element of $MR(\mathcal{L}), \mu_0$. Now, consider any element of $C_\delta(\mathcal{L}), f$, and any element of $R^*, \varepsilon$; then, consider \( \{ \mu \in MR(\mathcal{L}) | \int f d\mu - \int f d\mu_0 < \varepsilon \} \) and denote it by $N(\mu_0, f, \varepsilon)$. Further, consider \( \{ N(\mu_0, f, \varepsilon) | f \in C_\delta(\mathcal{L}), \varepsilon \in R^* \} \) and denote it by $S_{\mu_0}$. The following fact is well-known: There exists a topology on $MR(\mathcal{L}), \tau$, such that $S_{\mu_0}$ is a subbase for the $\tau$-neighborhood system of $\mu_0$ and $\tau$ is unique.

Next, note the following:

a) For every net in $MR(\mathcal{L}), (\mu_\alpha)$, for every element of $MR(\mathcal{L}), \nu$, $\lim_\alpha \mu_\alpha = \nu$ in $\tau$ if and only if for every element of $C_\delta(\mathcal{L}), f$, $\lim_\alpha \int f d\mu_\alpha = \int f d\nu$.

b) For every element of $C_\delta(\mathcal{L}), f$, the function $\tilde{f}$ determined by $\tilde{f}(\mu) = \int f d\mu, \mu \in MR(\mathcal{L})$ is $\tau$-continuous. Moreover, $\tau$ is the weakest topology having this property. For this reason, $\tau$ is called the weak topology on $MR(\mathcal{L})$.

Assume $\mathcal{L}$ is $\delta$ and normal. Then the normed vector space $MR(\mathcal{L})$ is isomorphic with the conjugate space of $C_\delta(\mathcal{L})$. (See [2], p. 577, Theorem 1.) Consequently the topology $\tau$ coincides with $\sigma(MR(\mathcal{L}), C_\delta(\mathcal{L}))$. Denote the conjugate space of $C_\delta(\mathcal{L})$ by $C_\delta(\mathcal{L})^\tau$. Then, since $\sigma(C_\delta(\mathcal{L}), C_\delta(\mathcal{L}))$ is the weak* topology on $C_\delta(\mathcal{L}), \tau$ coincides with the weak* topology on $MR(\mathcal{L})$.

Now, recall that the relativization of the weak* topology on $IR(\mathcal{L})$ is the Wallman topology. (See [21].)

In the sequel, denote the relativization of the weak* topology to $M^*R(\mathcal{L})$ by $w^*$ and the Wallman topology by $W$. Let us discard the condition "\( \mathcal{L} \) is $\delta$ and normal". We will consider other topologies on $M^*R(\mathcal{L})$, the relativization of each of which to $IR(\mathcal{L})$ is $W$. Also, we will discover various properties of those topologies, compare them, and investigate questions of measure repleteness whenever an opportunity arises.

**Section 3.**

First, consider the following statement: If $\mathcal{L}$ is $\delta$ and normal, then for every net in $M^*R(\mathcal{L}), (\mu_\alpha)$, for every element of $M^*R(\mathcal{L}), \nu$, $\lim_\alpha \mu_\alpha = \nu$ in $w^*$ if and only if for every element of $\mathcal{L}, L$, $\varprojlim \mu_\alpha(L) \leq \nu(L)$ and $\lim_\alpha \mu_\alpha(\mathcal{L}) = \nu(\mathcal{L})$. (See [20], p. 182, Theorem 2.) Before stating Theorem 2, Varadarajan notes that its proof is well-known and gives the following reference: ([3], p. 180, Theorem 2). However, it is to be noted that Alexandroff's theorem pertains to sequences, and its proof is rather long and not adaptable to nets. Elsewhere, the theorem mentioned in Varadarajan's paper is stated without proof or is proved in a topological setting. A proof of the statement mentioned above is given in this section.

Now, topologize $M^*R(\mathcal{L})$ as follows:

- Consider any net in $M^*R(\mathcal{L}), (\mu_\alpha)$, and any element of $M^*R(\mathcal{L}), \nu$. $\langle \mu_\alpha \rangle$ is said to converge to $\nu$ if and only if
  - (i) For every element of $\mathcal{L}, L$, $\varprojlim \mu_\alpha(L) \leq \nu(L)$ and $\lim_\alpha \mu_\alpha(\mathcal{L}) = \nu(\mathcal{L})$.
- The statement "\( \langle \mu_\alpha \rangle \) converges to $\nu$" is also expressed as $\lim_\alpha \mu_\alpha = \nu$.

- Define an operator on $\mathcal{P}(M^*R(\mathcal{L}))$ as follows: Consider any element of $\mathcal{P}(M^*R(\mathcal{L})), A$. Now, consider the element of $\mathcal{P}(M^*R(\mathcal{L})), \tilde{A}$, determined by $\tilde{A} = \{ \nu \in M^*R(\mathcal{L}) | \text{there exists a net in } A, (\mu_\alpha), \text{ such that } \lim_\alpha \mu_\alpha = \nu \}$. Show the operator "." is a closure operator. To do this, show the Kuratowski closure conditions are satisfied. (See [15].) (Proof omitted.) Hence the operator "." is a closure operator.

- Consider the topology on $M^*R(\mathcal{L})$ associated with this closure operator and denote it by $T$. 

Observation. Consider any element of $M^*(L), \mu$. Now, consider any element of $L, L$, and any element of $R^*, \varepsilon$; then, consider \( \{ \mu \in M^*(L) : \mu(L^*) > \mu(L^*) - \varepsilon \} \) and \( \{ \mu(X) - \mu(X) X \in R^* \} \). Further, consider \( \{ B(\mu_0L^*, \varepsilon) \subseteq L \subseteq R^* \} \) and denote it by $S_{\mu_0}$. The following statement is true: $S_{\mu_0}$ is a subbase for the $T$-neighborhood system of $\mu_0$. (Proof omitted.) (For the $\alpha$-smooth case, see [1].)

Remark. J. H. Blau [8] works with the relativization of $T$ to $M^*(\alpha, L)$ and calls it the $A$-topology.

Special cases. 1. Consider the pair $(IR(L), W(L))$ and topologize $M^*(R(W(L)))$ in accordance with the method described above and denote the resulting topology by $T'$. 

2. Consider the pair $(IR(L), tW(L))$ and topologize $M^*(tW(L))$ in accordance with the method described above and denote the resulting topology by $T'$. 

3. Consider the pair $(IR(\alpha, L), W(\alpha, L))$ and topologize $M^*(W(\alpha, L))$ in accordance with the method described above and denote the resulting topology by $T'$.

Proposition 3.1. The relativization of $T$ to $IR(L)$ is $W$. 

Proof. Consider any net in $IR(L), (\mu_\alpha)$, and any element of $IR(L), \nu$. 

a) Assume $\lim \mu_\alpha = \nu$ in $T$ and show $\lim \mu_\alpha = \nu$ in $W$. Consider any member of the base for the neighborhood system of $\nu, W(L')$, such that $\nu \in W(L')$. Then $\nu(L') = 1$. Since $\lim \mu_\alpha = \nu$ in $T, \nu(L') \leq \lim \mu_\alpha(L')$. Consequently $\lim \mu_\alpha(L') = 1$. Hence $\{ \mu_\alpha \}$ is eventually in $W(L')$. Hence $\lim \mu_\alpha = \nu$ in $W$. 

b) Assume $\lim \mu_\alpha = \nu$ in $W$ and show $\lim \mu_\alpha = \nu$ in $T$. Consider any element of $L, L$, and show $\nu(L') \leq \lim \mu_\alpha(L')$. Consider the case: $\nu(L') = 1$. Then $\nu \in W(L')$. Hence, since $\lim \mu_\alpha = \nu$ in $W, \mu_\alpha(L')$ is eventually in $W(L')$. Hence $\lim \mu_\alpha(L') = 1$. Consequently $\nu(L') \leq \lim \mu_\alpha(L')$.

Proposition 3.2. $T$ is $T_1$. (Proof omitted.)

The following three Lemmas are needed in showing that if $L$ is normal, then $T$ is $T_2$.

Lemma 3.3. If $L$ is normal, then for any element of $M^*(L), \mu$, and for any two elements of $M^*(L), \nu_1, \nu_2$, if $\mu \leq \nu_1, \nu_2$ on $L$ and $\mu(X) = \nu_1(X), \nu_2(X)$, then $\nu_1 = \nu_2$.

Proof. Assume $L$ is normal. Consider any element of $M^*(L), \mu$, and any two elements of $M^*(L), \nu_1, \nu_2$, such that $\mu \leq \nu_1, \nu_2$ on $L$ and $\mu(X) = \nu_1(X), \nu_2(X)$. To show $\nu_1 = \nu_2$, assume the contrary. Then there exists an element of $L, A$, such that $\nu_1(A) \neq \nu_2(A)$. Consider any such $A$. Assume $\nu_1(A) < \nu_2(A)$. (Note this assumption does not affect generality.) Then, since $\nu_1, \nu_2 \in M^*(L)$ and $\nu_1(X) = \nu_2(X), \nu_2(X)$, there exists a positive number, $\alpha$, such that $\nu_1(A) \leq \alpha \nu_2(A)$ and $\nu_2(A) \leq \alpha \nu_1(A)$.

Consider any such $\alpha$. Since $\nu_1(A) \leq \alpha \nu_2(X)$ and $\nu_2(A) \leq \alpha \nu_1(X)$, there exists an element of $L, A$, such that $B \subseteq A'$ and $v_1(B) > v_2(A') - (v_1(A') - (1 - \alpha)v_2(X)) > (1 - \alpha)v_1(X)$. Consider any such $B$. Since $B \subseteq A'$ and $L$ is normal, there exist elements of $L, C, D$, such that $A \subseteq C'$ and $B \subseteq D'$. Consider any such $C, D$. Since $C' \cap D' = \emptyset$, $C \cup D = X$. Consequently $\mu(C) + \mu(D) \geq \mu(X)$. Hence $\mu(C) \geq (1 - \alpha)\mu(X)$ or $\mu(D) \geq \alpha \mu(X)$. Consider the case: $\mu(C) \geq (1 - \alpha)\mu(X)$. Then, since $\mu(X) = \nu_1(X), \nu_2(X) \geq (1 - \alpha)\nu_2(X)$. Hence, since $\nu_1(A) \leq \alpha \nu_2(X)$ and $A \subseteq C', v_2(A \cup C) > \nu_2(X)$. Hence, since this statement is false, $\mu(D) \geq \alpha \mu(X)$. Then, since $\mu(X) = v_1(X), \nu_1(D) \geq \alpha \nu_1(X)$. Hence, since $\nu_1(B) > (1 - \alpha)v_1(X)$ and $B \subseteq D', \nu_1(B \cup D) > v_1(X)$. Hence, this statement is false, the assumption is wrong. Consequently $\nu_1 = \nu_2$. The following two lemmas are well-known.
Lemma 3.4. Consider any real vector space $E$ and any sublinear functional on $E$, $p$. There exists a linear functional on $E$, $\psi$, such that $\psi \leq p$.

Lemma 3.5. Denote the general element of $A(L)$ by $A$, and the general element of $M(L)$ by $\mu$. Consider the set whose general element is a function from $X$ to $R$, $f$, such that $f$ is $A(L)$-simple and denote it by $S(A(L))$. Consider the normed vector space $S(A(L))$ and denote it by $E$. Denote the conjugate space of $E$ by $E^\ast$.

There exists a function from $M(L)$ to $E^\ast$, $\phi$, such that $\phi(M(L)) = E^\ast$ and $\phi$ is an isomorphism. Specifically,

a) for every $\mu$, $\phi(\mu)$ is such that for every $f$, $\phi(\mu)(f) = \int f \, d\mu$;

b) for every element of $E^\ast$, $\psi$, $\phi^{-1}(\psi)$ is such that for every $A$, $\phi^{-1}(\psi)(A) = \psi(\kappa_A)$.

Theorem 3.6. If $\Lambda$ is normal, then $\tau$ is $T_2$.

Proof. Assume $L$ is normal. To show $\tau$ is $T_2$, assume the contrary. Then there exists a net in $M(R(L), \mu_\Lambda)$, $\nu_1, \nu_2$, such that $\lim \mu_\Lambda = \nu_1, \nu_2$ and $\nu_1 \neq \nu_2$. Consider any such $\mu_\Lambda, \nu_1, \nu_2$. Next, proceed according to the following plan: First, obtain an element of $M'(L), \lambda$, such that $\lambda \leq \nu_1, \nu_2$ on $L$ and $\lambda(X) = \nu_1(X)$, $\nu_2(X)$. Then, show $\nu_1 = \nu_2$, thus reaching a contradiction.

For every $\alpha$, consider $\phi(\mu_\alpha)$ (see Lemma 3.5) and denote it by $\phi_\alpha$. Consider the function $p$ on $E$, such that $p(f) = \lim \phi_\alpha(f)$. Note $p$ is a sublinear functional. Hence, by Lemma 3.4, there exists a linear functional on $E$, $\psi$, such that $\psi \leq p$. Consider any such $\psi$.

Show $\psi$ is bounded. Note for every $f$, $\psi(f) \leq p(f) = \lim \phi_\alpha(f) \leq \sup \phi_\alpha(f) = \sup \phi_\alpha(f)$, and $p(f) = \lim p(f) = \lim p(f)$, since $\lim \phi_\alpha(f) = \psi(f)$, use the fact: $\lim \phi_\alpha(f) - \lim (-\phi_\alpha(f)) = \lim (-\phi_\alpha(f))$. Fix $f$. Note $\psi(-f) = \lim \phi_\alpha(-f) - \lim (-\phi_\alpha(f))$. Consequently $\psi(-f) = -\lim(-\phi_\alpha(f)) = \lim(-\phi_\alpha(f))$. Consequently for every $f$, $\psi(-f) = \lim \phi_\alpha(-f) = \lim \phi_\alpha(f)$. Hence $\psi$ is a generalized Banach limit. Now, note for every $A$, $\lim \phi_\alpha(\kappa_A) = \psi(\kappa_A)$. Consequently for every $A$, $\lambda(A) = \lim \phi_\alpha(\kappa_A) - \lim \mu_\alpha(L) = 0$. Hence $\lambda \in M'(L)$.

Next, show $\lambda \leq \nu_1, \nu_2$ on $L$. Note for every element of $L$, $\lambda(L) = \psi(\kappa_L) \leq p(\kappa_L) = \lim \phi_\alpha(\kappa_L) = \lim \mu_\alpha(L)$. Since $\lim \mu_\alpha = \nu_1, \nu_2$ for every element of $L$, $\lim \mu_\alpha(L) \leq \nu_1(L), \nu_2(L)$. Consequently $\lambda \leq \nu_1, \nu_2$ on $L$.

Finally, show $\lambda(X) = \nu_1(X), \nu_2(X)$. Note $\lambda(X) = \psi(\kappa_X)$ and $\lim \phi_\alpha(\kappa_X) = \psi(\kappa_X) = \lim \phi_\alpha(\kappa_X)$. Since $\lim \mu_\alpha = \nu_1, \nu_2$, $\lim \mu_\alpha(X) = \nu_1(X), \nu_2(X)$. Consequently $\lambda(X) = \nu_1(X), \nu_2(X)$.

Summarizing: $\lambda \in M'(L)$ and $\nu_1, \nu_2 \in M' R(L)$ and $\lambda \leq \nu_1, \nu_2$ on $L$ and $\lambda(X) = \nu_1(X), \nu_2(X)$.

Then, since $L$ is normal, by Lemma 3.3, $\nu_1 = \nu_2$. Thus a contradiction has been reached. Consequently $\tau$ is $T_2$.

Corollary 3.7. If $L$ is normal, then $IR(L)$ is closed.

Proof. Assume $L$ is normal. Recall that the relativization of $\tau$ to $IR(L)$ is $W$ and $IR(L)$ is $W$-compact. Since $L$ is normal, by Theorem 3.6, $\tau$ is $T_2$. Consequently $IR(L)$ is closed.

Examples. (1). Consider any topological space $X$ such that $X$ is normal and let $L = X$. Then $IR(X)$ is closed.
IR(\mathcal{L}) is known as the Wallman compactification of \(X\) and is denoted by \(\omega X\). (See [21].)

(2) Consider any topological space \(X\) such that \(X\) is \(T_3\) and let \(\mathcal{L} = Z\). Then \(IR(Z)\) is closed.

IR(\mathcal{L}) is known as the Stone-Cech compactification of \(X\) and is denoted by \(\beta X\). (See [10].)

(3) Consider any topological space \(X\) such that \(X\) is \(T_1\) and 0-dimensional and let \(\mathcal{L} = C\). Then, \(IR(C)\) is closed.

IR(\mathcal{L}) is known as the Banaschewski compactification of \(X\) and is denoted by \(\iota\mathcal{L}\). (See [7].)

**Corollary 3.8.** If \(\mathcal{L}\) is normal, then \(\mathcal{K} \cup \{M^*R(\mathcal{L})\}\), where \(\mathcal{K}\) is the collection of \(T\)-compact sets, is a lattice and is measure replete.

**Proof.** Assume \(\mathcal{L}\) is normal. Then \(T\) is \(T_2\). Hence, since every element of \(\mathcal{K}\) is closed, \(\mathcal{K} \cup \{M^*R(\mathcal{L})\}\) is a lattice and is compact. Consequently \(\mathcal{K} \cup \{M^*R(\mathcal{L})\}\) is measure replete.

**Proposition 3.9.** If \(\mathcal{L}\) is \(\delta\) and normal, then \(M^*R(\mathcal{L})\) is closed.

**Proof.** Assume \(\mathcal{L}\) is \(\delta\) and normal. Consider any net in \(M^*R(\mathcal{L}), \langle \mu_\alpha \rangle\), and any element of \(MR(\mathcal{L}), \nu\), such that \(\lim_\alpha \mu_\alpha = \nu\). Show \(\nu \in M^*R(\mathcal{L})\). Since \(\nu \in MR(\mathcal{L})\), it suffices to show for every element of \(\mathcal{L}, L, \nu(L) \geq 0\). Assume there exists an element of \(\mathcal{L}, L\), such that \(\nu(L) < 0\). Consider any such \(L\). Then, by Alexandroff’s Representation Theorem, (\([2]\), p. 577, Theorem 1), \(\nu(L) = \lim f fd\nu\). Hence for every positive number, \(\varepsilon\), there exists an element of \(C_\varepsilon(\mathcal{L}), f_\varepsilon\), such that \(f_\varepsilon \equiv \kappa_L\) and for every element of \(C_\varepsilon(\mathcal{L}), f\), if \(f \equiv \kappa_L\) and \(f \leq f_\varepsilon\), then \(|\nu(L) - f fd\nu| < \varepsilon\). Let \(\varepsilon = \frac{1}{2} \nu(L)\) and consider any element of \(C_\varepsilon(\mathcal{L}), f_\varepsilon\), such that \(-\nu(L) < f fd\nu < 0\). Consequently \(f fd\nu < \nu(L) < 0\). Since \(\lim_\alpha \mu_\alpha = \nu\), \(\lim f fd\mu_\alpha = f fd\nu\). Hence, since for every \(\alpha, f fd\mu_\alpha \geq 0, f fd\nu \geq 0\). Thus a contradiction has been reached. Consequently \(\nu \in M^*R(\mathcal{L})\). Hence \(M^*R(\mathcal{L})\) is closed.

**Proposition 3.10.** If \(\mathcal{L}\) is \(\delta\) and normal, then \(\mathcal{F}\), the collection of \(w^*\)-closed subsets of \(MR(\mathcal{L})\), is measure replete.

**Proof.** Assume \(\mathcal{L}\) is \(\delta\) and normal. Then, since every norm bounded subset of \(MR(\mathcal{L})\) is \(w^*\)-compact, \(\langle MR(\mathcal{L}), w^*\rangle\) is \(\sigma\)-compact. Hence \(\langle MR(\mathcal{L}), w^*\rangle\) is Lindelöf; otherwise stated: \(\mathcal{F}\) is Lindelöf. Consequently \(\mathcal{F}\) is measure replete.

**Corollary 3.11.** If \(\mathcal{L}\) is countably compact, \(\delta\), and normal, then \(\langle MR(\sigma, \mathcal{L}), w^*\rangle\) is Lindelöf. (Proof omitted.)

**Examples.** (1). Consider any topological space \(X\) such that \(X\) is countably compact and normal, and let \(\mathcal{L} = \mathcal{F}\). Then \(\langle MR(\sigma, \mathcal{F}), w^*\rangle\) is Lindelöf.

(2). Consider any topological space \(X\) such that \(X\) is pseudocompact and \(T_{\frac{1}{2}}\), and let \(\mathcal{L} = Z\). Then \(\langle MR(\sigma, Z), w^*\rangle\) is Lindelöf.

**Proposition 3.12.** If \(\mathcal{L}\) is (separating) and disjunctive, then \(M^*R(\mathcal{L}) \subseteq [X]\), where \([X]\) is the vector subspace of \(MR(\mathcal{L})\) spanned by \(X\). (An explanation of why the word separating is enclosed within parentheses is found in ([4], p. 1502)).

**Proof.** Assume \(\mathcal{L}\) is (separating) and disjunctive. Consider any element of \(M^*R(\mathcal{L}), \nu\). Note to show \(\nu \in [X]\), by the definition of "-", it suffices to show there exists a net in \([X]\), \(\langle \mu_\alpha \rangle\), such that \(\lim_\alpha \mu_\alpha = \nu\). Such a net is obtained as follows:

Consider any finite partition of \(X\) (relative to \(A(\mathcal{L}), P\)). Set \(P = \{A_k, k = 1, \ldots, n\}\). For each \(k\), consider any element of \(A_k, x_k\). Then, consider \(\sum \nu(A_k) x_k\). Since \(\nu \in M^*R(\mathcal{L})\) and \(\mathcal{L}\) is disjunctive, \(\sum \nu(A_k) x_k \in M^*R(\mathcal{L})\). Set \(\sum \nu(A_k) x_k = \mu_\alpha\). Next, consider the set whose general element is \(P\) and denote it by \(\mathcal{F}\). Direct \(\mathcal{F}\) as follows: for any two elements of \(\mathcal{F}, \mathcal{P}_1, \mathcal{P}_2\), set \(\mathcal{P}_2 \neq \mathcal{P}_1\) if and only if \(\mathcal{P}_2\) is a refinement
of $P_1$. Now, consider $(\mu_\omega; \omega \in \mathcal{F})$. (The idea of constructing such a net is due to Varadarajan [20].) Show $\lim_\omega \mu_\omega = \nu$. (Proof omitted.) Hence $\nu \in X^\#$. Hence $M^\#(L) \subset X^\#$.

The following theorem settles the question of coincidence of the topology $\tau$ and the topology $w^*$ (when $L = \delta$ and normal), raised at the beginning of this section, and also generalizes an important result of Blau ([8], p. 27, obtained by combining Theorems 4, 5, and 6).

**Theorem 3.13.** a) For every net in $M^\#(L), (\mu_\omega)$, for every element of $M^\#(L), \nu$, if $\lim_\omega \mu_\omega = \nu$ in $\tau$, then $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $\tau$.

b) The collection of $\tau$-closed sets is contained in the collection of $\tau'$-closed sets.

c) If $L = \delta$ and normal, then for every net in $M^\#(L), (\mu_\omega)$, for every element of $M^\#(L), \nu$, if $\lim_\omega \mu_\omega = \nu$ in $w^*$, then $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $\tau$.

d) If $L = \delta$ and normal, then $\tau$ coincides with $w^*$.

**Outline of a proof.** a) Consider any net in $M^\#(L), (\mu_\omega)$, and any element of $M^\#(L), \nu$, such that $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $\tau$. Note to show $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $\tau$, by the definition of $\tau$, it suffices to show for every element of $C_\omega(L), f$, $\lim_\omega f d\mu_\omega = f d\nu$.

Assume for every element of $C_\omega(L), h$, if $h < 1$, then $\lim_\omega f d\mu_\omega = f d\nu$. Then for every element of $C_\omega(L), f$, $\lim_\omega f d\mu_\omega = f d\nu$. Therefore it suffices to show for every element of $C_\omega(L), h$, if $h < 1$, then $\lim_\omega f d\mu_\omega = f d\nu$.

Consider any element of $C_\omega(L), h$, such that $h < 1$. Show $\lim_\omega f d\mu_\omega = f d\nu$. (Proof omitted.)

b) (Use a).)

c) Assume $L = \delta$ and normal. Consider any net in $M^\#(L), (\mu_\omega)$, and any element of $M^\#(L), \nu$, such that $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $w^*$. (Recall $w^*$ coincides with $\tau$.) Show $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $\tau$.

(i) Consider any element of $L, L$. Show $\lim_\omega \sqrt{\mu_\omega}(L) \leq \sqrt{\nu}(L)$. Since $\nu \in M^\#(L)$, there exists an element of $L, L$, such that $L' \supset L$ and $\sqrt{\nu}(L') < \sqrt{\nu}(L) + \varepsilon$. Consider any such $L$. Since $L \subset L'$ and $L = \delta$ and normal, there exists an element of $C_\omega(L), f$, such that $f(L) = \{1\}$ and $f(L) \subset \{0\}$ and $0 \leq f \leq 1$. Consider any such $f$. Now, note for every $a, \mu_\omega(L) = \int f d\mu_\omega \leq \int f d\nu$. Hence $\lim_\omega \mu_\omega(L) = \lim_\omega \int f d\mu_\omega$. Since $\mu_\omega = \nu$ in $w^*$, $\lim_\omega f d\mu_\omega = f d\nu$. Consequently $\lim_\omega (\mu_\omega(L) \leq \int f d\nu = \int f d\nu = \sqrt{\nu}(L') < \sqrt{\nu}(L) + \varepsilon$. Hence $\lim_\omega \mu_\omega(L) \leq \sqrt{\nu}(L)$.

(ii) Show $\lim_\omega \sqrt{\mu_\omega}(X) = \sqrt{\nu}(X)$. Since $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $w^*$, $\lim_\omega f d\mu_\omega = f d\nu$. Hence $\lim_\omega \sqrt{\mu_\omega}(X) = \sqrt{\nu}(X)$. Consequently $\lim_\omega \sqrt{\mu_\omega} = \nu$ in $\tau$.

d) (Use a) and c).

**Corollary 3.14.** If $L$ is countably compact, $\delta$ and normal, then for every nonnegative number, $k$, the subspace $\{\mu \in M^\#(\alpha, \omega) | \mu(X) = k\}$ is $T_2$ and compact. (Proof omitted.)

This corollary generalizes another important result of Blau ([8], p. 31, Theorem 11).

**Examples.** (1). Consider any topological space $X$ such that $X$ is countably compact and normal, and let $L = \varnothing$. Then for every nonnegative number, $k$, the subspace $\{\mu \in M^\#(\alpha, \omega) | \mu(X) = k\}$ is $T_2$ and compact.

(2). Consider any topological space $X$ such that $X$ is pseudocompact and $T_\Delta$, and let $L = \varnothing$. Then for every nonnegative number, $k$, the subspace $\{\mu \in M^\#(\alpha, \omega) | \mu(X) = k\}$ is $T_2$ and compact.

The following theorem generalizes a result of Kallianpur ([14], p. 948, Theorem 2.1).

**Theorem 3.15.** Consider the condition: For every element of $X, K$, for every element of $L, L$, if $K \cap L = \varnothing$, then there exists an element of $C_\omega(L), f$, such that $f(K) = \{1\}$ and $f(L) \subset \{0\}$ and $0 \leq f \leq 1$.

If $L$ satisfies condition $\odot$, is separating and disjunctive, $T_\Delta$ and strongly measure replete, then $T_{M^\#(\alpha, \omega)} = T_{M^\#(\alpha, \omega)}$.

**Proof.** Assume $L$ satisfies condition $\odot$, is separating and etc.
\(a\) By Theorem 3.13, b), \(T\) is stronger than \(\tau\).

\(b\) Show \(\tau_{M^R(\alpha, L)}\) is stronger than \(\tau_{M^R(\alpha, L)}\).

Consider any element of \(M^R(\alpha, \mathcal{L}), \mu_0\), and any member of the subbase for the \(\mathcal{U}_{M^R(\alpha, L)}\)-neighborhood system of \(\mu_0 B(\mu_0, L', \epsilon)\). (See the observation following the definition of \(T\)).

Since \(L\) is strongly measure replete, \(M^R(\alpha, \mathcal{L}) \subseteq M^R(\tau, \mathcal{L})\). Consequently \(\mu_0 \in M^R(\tau, \mathcal{L})\). Hence there exists an element of \(\mathcal{K}, K\), such that \((\mu_0, K') < \frac{1}{2}\). Consider any such \(K\).

Since \(L\) is \(T_2\), \(K \subseteq L\).

Since \(L\) is strongly measure replete, \(\mu_0 \in M^R(\tau, \mathcal{L})\). Consequently \(\mu_0 \in M^R(\tau, \mathcal{L})\).

Consider any element of \(\mathcal{K}, K\), such that \(\mu_0(L' - L_1) < \frac{1}{2}\). Consider any such \(L_1\). Then consider \(K \cap L_1\).

Note \(K \cap L_1 \in \mathcal{K}\). Set \(K \cap L_1 = K_1\). Note \(\mu_0(L' - K_1) < \mu_0(K') + \mu_0(L' - L_1) < \frac{1}{2} + \frac{1}{2} = \frac{1}{2}\).

Since \(K_1 = K \cap L_1\) and \(L_1 \subseteq L', K_1 \subseteq L'.\) Hence, since \(L\) satisfies condition \(\mathcal{D}\), there exists an element of \(C(\mathcal{L}, f), f\), such that \(f(K_1) = \{1\}\) and \(f(L) \subseteq \{0\}\) and \(0 \leq f \leq 1\). Consider any such \(f\).

Now, consider the following member of the subbase for the \(\mathcal{U}_{M^R(\alpha, L)}\)-neighborhood system of \(\mu_0\):

\[N(\mu_0 f, 1; 2) \subseteq B(\mu_0 L', \epsilon)\].

Consider any element of \(N(\mu_0 f, 1; 2) \subseteq B(\mu_0 L', \epsilon)\). Note \(\mu_0 L = \mu_0(L') < \mu_0(K_1) + \frac{1}{2} = \frac{1}{2}\).

Further, note since \(\mathcal{N}(\mu_0 f, 1; 2) \subseteq B(\mu_0 L', \epsilon)\), \(\|v(\chi) - \mu_0(\chi)\| < \epsilon\). Consequently \(v \in B(\mu_0 L', \epsilon)\). Thus \(N(\mu_0 f, 1; 2) \subseteq B(\mu_0 L', \epsilon)\). Hence \(\mathcal{U}_{M^R(\alpha, L)}\) is stronger than \(\mathcal{U}_{M^R(\alpha, L)}\).

Consequently \(\mathcal{U}_{M^R(\alpha, L)}\) is stronger than \(\mathcal{U}_{M^R(\alpha, L)}\).

Example. Consider any topological space \(X\) such that \(X\) is locally compact, Lindelöf, and \(T_2\), and let \(L = \mathcal{F}\). Then, by ([4], p. 1516, Application 2), \(\mathcal{F}\) is strongly measure replete. Consequently \(\mathcal{F}_{M^R(\alpha, \mathcal{F})} \subseteq \mathcal{F}_{M^R(\alpha, \mathcal{F})}\).

Section 4.

In this section conditions are obtained under which certain subsets of \(M^R(L)\) are sequentially closed in the weak* topology.

Theorem 4.1. If \(L\) is countably paracompact, \(\delta\) and normal, then \(M^R(\alpha, L)\) is sequentially closed (in \(M^R(L)\)).

Proof. Assume \(L\) is countably paracompact, \(\delta\) and normal. Consider any sequence in \(M^R(\alpha, L), \langle \mu_n \rangle\), and any element of \(M^R(L), v\), such that \(\lim \mu_n = v\) in \(w^*\). Show \(v \in M^R(\alpha, L)\).

a) For every \(n\), consider \(\mu_n/\mathcal{M}(\alpha, L)\) and denote it by \(\lambda_n^0\).

Observation. Consider any element of \(M^R(\alpha, L), \lambda\). Now, consider \(\lambda/\mathcal{M}(\alpha, L)\) and denote it by \(\lambda^0\). Since \(\lambda \in M^R(\alpha, L), \lambda^0 \in M^R(\alpha, Z(L))\). Hence, since \(Z(L)\) is complement generated, \(\lambda^0 \in M^R(Z(L))\). Consequently \(\lambda^0 \subseteq M^R(\alpha, Z(L))\).

By the above observation, for every \(n\), \(\mu_n^0 \subseteq M^R(\alpha, Z(L))\).

b) Consider \(\nu/\mathcal{M}(\alpha, L)\) and denote it by \(\nu^0\).

Observation. Consider any element of \(M^R(L), \lambda\). Now, consider \(\lambda/\mathcal{M}(\alpha, L)\) and denote it by \(\lambda^0\). Since \(L\) is \(\delta\) and normal, \(Z(L)\) semiseparates \(\mathcal{L}\). Hence \(\lambda^0 \subseteq M^R(\alpha, Z(L))\).

By the above observation, \(\nu^0 \subseteq M^R(\alpha, Z(L))\).

Since \(\lim \mu_n = v\) in \(w^*\), for every element of \(C(\alpha, f), \lim \int fd\mu_n = \int fd\nu\).
Observation. Consider any element of $M^*(\mathcal{L}), \lambda$. Now, consider $\mathcal{L}_{\mathcal{L}}(\mathcal{L}, \lambda)$ and denote it by $\lambda^0$. Further, consider any element of $C_{\mathcal{L}}(\mathcal{L}, f)$. Note $\int fd\lambda = \int fd\lambda^0$.

By the above observation, for every element of $C_{\mathcal{L}}(\mathcal{L}, f)$, for every $n, \int fd\mu_n = \int fd\mu_n^0$ and $\int fd\nu = \int fd\nu^0$. Consequently $\lim \int fd\mu_n^0 = \int fd\nu^0$. Then, by ([3], p. 209, Theorem 3), $\nu^0 \in M^*R(\sigma, \mathcal{L}(\mathcal{L}))$.

Since $\mathcal{L}$ is $\sigma$ and normal, $\mathcal{L}(\mathcal{L})$ separates $\mathcal{L}$. Hence, since $\mathcal{L}$ is countably paracompact, $\mathcal{L}$ is $\mathcal{L}(\mathcal{L})$-countably paracompact. Consequently $\nu \in M^*R(\sigma, \mathcal{L})$.

Examples. (1). Consider any topological space $X$ such that $X$ is countably paracompact and normal, and let $\mathcal{L} = \mathcal{F}$. Then $M^*R(\sigma, \mathcal{F})$ is sequentially closed (in $M^*R(\mathcal{F})$).

(2). Consider any topological space $X$ such that $X$ is $T_\delta$ and countably bounded, and let $\mathcal{L} = \mathcal{F}$. Then by ([16], p. 268, Lemma 10), $\mathcal{Z}$ semiseparates $\mathcal{F}$. Also, note the condition "$X$ is countably bounded" is equivalent to "$F$ is $\mathcal{Z}$ countably bounded." Consequently $M^*R(\sigma, \mathcal{F})$ is sequentially closed (in $M^*R(\mathcal{F})$).

The following Lemma will be needed on several occasions.

Lemma 4.2. If $\mathcal{L}$ is $\delta$ and $\mathcal{L}$ semiseparates $\mathcal{L}$, then for every net in $M^*R(\sigma, \mathcal{L}), \langle \mu_n \rangle$, for every element of $M^*R(\sigma, \mathcal{L})$, $\nu$, if $\lim \mu_n = \nu$ in $\mathcal{T}$, then for every element of $\mathcal{L}, F$, $\lim \mu_n(F) \preceq \nu(F)$, (equivalently, for every element of $\mathcal{L}, F$, $\lim \mu_n(U) \preceq \nu(U)$).

Proof. Assume $\mathcal{L}$ is $\delta$ and $\mathcal{L}$ semiseparates $\mathcal{L}$. Consider any net in $M^*R(\sigma, \mathcal{L}), \langle \mu_n \rangle$, and any element of $M^*R(\sigma, \mathcal{L}), \nu$, such that $\lim \mu_n = \nu$ in $\mathcal{T}$. Consider any element of $\mathcal{L}, F$.

a) Show $\nu(F) = \inf \{\nu(L)/L \in \mathcal{L} \land L \supseteq F\}$. Since $\mathcal{L}$ is $\delta$ and $\nu \in M^*R(\mathcal{L}), \nu(F) = \inf \{\nu(L')/L \in \mathcal{L} \land L' \supsetsupseteq F\}$. Consider any element of $\mathcal{L}, L$, such that $L \supset F$. Then $F \cap L = \emptyset$. Hence, since $\mathcal{L}$ semiseparates $\mathcal{L}$, there exists an element of $\mathcal{L}, L$, such that $L \supset F$ and $L \cap \emptyset = \emptyset$. Consider any such $L$. Then $F \subseteq L \subseteq L'$. Hence $\inf \{\nu(L)/L \in \mathcal{L} \land L \supsetsupseteq F\} = \nu(L)$.

b) To show $\lim \mu_n(F) \preceq \nu(F)$, assume the contrary, namely, assume $\lim \mu_n(F) > \nu(F)$. Then, by the result of part a), $\lim \mu_n^*(F) > \nu(F)$.

Theorem 4.3. Consider $\{\mu_\alpha x \in X\}$ and denote it by $D(\mathcal{L})$. If $\mathcal{L}$ is $\delta$ and $\mathcal{L}$ semiseparates $\mathcal{L}$, for every subset of $X, S$, if $S$ is countable, then $S \subseteq \mathcal{L}$, and $\mathcal{L}$ is separating, normal, and disjunctive, then $D(\mathcal{L})$ is sequentially closed in $M^*R(\sigma, \mathcal{L})$.

Outline of a proof. Assume $\mathcal{L}$ is $\delta$ and $\mathcal{L}$ semiseparates $\mathcal{L}$, or for every subset of $X, S$, if $S$ is countable, then $S \subseteq \mathcal{L}$, and $\mathcal{L}$ is separating, normal, and disjunctive, then $D(\mathcal{L})$ is sequentially closed in $M^*R(\sigma, \mathcal{L})$.

Case I. There exists an element of $X, y$, such that for every element of $\mathcal{L}, L$, if $y \in L'$, then $A \cap (L' \setminus \{y\}) = \emptyset$. Consider any such $y$. Then $\nu = \mu_y$. Consequently $\nu \in IR(\sigma, \mathcal{L})$.

Case II. For every element of $X, y$, there exists an element of $\mathcal{L}, L$, such that $y \in L'$ and
A \cap (L' - \{y\}) = \emptyset. Then (a) \nu'(A) = 0 and (b) A \in L. γ) Since A \in L and \lim \mu_\alpha = \nu in T and (L is δ and L semiseparates tL, or for every subset of X, S, if S is countable, then S \in L), by Lemma 4.2, \lim \mu_\alpha(A) \leq \nu'(A). Note \lim \mu_\alpha(A) = 1. Consequently \nu'(A) = 1. Thus a contradiction has been reached. Consequently Case II does not occur.

Examples. Consider any topological space X such that X is normal and T1.

(1). Let \mathcal{L} = \mathcal{T}. Since \mathcal{T} is δ and \mathcal{T} semiseparates \mathcal{T}(= \mathcal{T}), and \mathcal{T} is separating, normal, and disjunctive, \mathcal{D}(\mathcal{T}) is sequentially closed in \mathcal{M}'(\alpha, \mathcal{T}).

(2). Let \mathcal{L} = \mathcal{Z}. Since \mathcal{Z} is δ and \mathcal{Z} semiseparates \mathcal{T}(= \mathcal{T}), and \mathcal{Z} is separating, normal, and disjunctive, \mathcal{D}(\mathcal{Z}) is sequentially closed in \mathcal{M}'R(\alpha, \mathcal{Z}). ([20]).

The following three Lemmas will be needed in obtaining conditions under which \mathcal{M}'R(\alpha, \mathcal{L}) is sequentially closed in \mathcal{M}'R(\alpha, \mathcal{L}).

Lemma 4.4. For every element of \mathcal{M}'R(\alpha, \mathcal{L}), \nu, if there exists a subset of X, X_0, such that X_0 \cap \mathcal{L} is Lindelöf and \nu'(X_0) = \nu(X), then \nu \in \mathcal{M}'R(\alpha, \mathcal{L}).

Proof. Consider any element of \mathcal{M}'R(\alpha, \mathcal{L}), \nu. Assume there exists a subset of X, X_0, such that X_0 \cap \mathcal{L} is Lindelöf and \nu'(X_0) = \nu(X). Consider any such X_0. To show \nu \in \mathcal{M}'R(\alpha, \mathcal{L}), consider any net in \mathcal{L}, (L_\alpha), such that (L_\alpha) is decreasing and \lim L_\alpha = \emptyset and show \lim \nu(L_\alpha) = 0.

α) Since \nu'(X_0) = \nu(X), X_0 is \nu-thick. (See [12], pp. 74, 75.) Recall \mathcal{A}(X_0 \cap \mathcal{L}) = X_0 \cap \mathcal{A}(\mathcal{L}) and consider the function \nu_0 which is such that \mathcal{D}_{\nu_0} = \mathcal{A}(X_0 \cap \mathcal{L}) and for every element of \mathcal{A}(X_0 \cap \mathcal{L}), X_0 \cap A, \nu_0(X_0 \cap A) = \nu(A). Recall \nu_0 is called the projection of \nu to X_0. Note for every \alpha, \nu(L_\alpha) = \nu_0(X_0 \cap L_\alpha).

Since \mathcal{L}(\alpha) is decreasing, \langle X \cap L_\alpha \rangle is decreasing and, since \lim L_\alpha = \emptyset, lim(X \cap L_\alpha) = \emptyset. Further, note lim \nu(L_\alpha) = \lim \nu_0(X_0 \cap L_\alpha).

β) Note \nu_0 \in \mathcal{M}'R(\alpha, \mathcal{X}_0 \cap \mathcal{L}). Since X_0 \cap \mathcal{L} is Lindelöf, \mathcal{M}'R(\alpha, \mathcal{X}_0 \cap \mathcal{L}) \subset \mathcal{M}'R(\alpha, X_0 \cap \mathcal{L}). Consequently \nu_0 \in \mathcal{M}'R(\alpha, X_0 \cap \mathcal{L}).

γ) Consequently lim \nu_0(X_0 \cap L_\alpha) = 0. Consequently lim \nu(L_\alpha) = 0, and \nu \in \mathcal{M}'R(\alpha, \mathcal{L}).

Lemma 4.5. If \mathcal{L} is δ, then for every element of \mathcal{M}'R(\alpha, \mathcal{L}), \rho, for every subset of \mathcal{L}, \{L_\alpha\}_{\alpha \in A}, if \{L_\alpha \in A\} is a filter base, then \rho'(\bigcap_{\alpha \in A} L_\alpha) = \inf \rho(L_\alpha). ([18]). (For the special case of \mathcal{L} = \mathcal{Z} in a T_{3\frac{1}{2}} space, see [20]).

Lemma 4.6. If a topological space satisfies the countable chain condition and is paracompact, then it is Lindelöf. (Well-known.)

Theorem 4.7. If \mathcal{L} is δ and \mathcal{L} semiseparates t\mathcal{L}, t\mathcal{L} is paracompact, and \mathcal{L} is separating and disjunctive, then \mathcal{M}'R(\alpha, \mathcal{L}) is sequentially closed in \mathcal{M}'R(\alpha, \mathcal{L}). (For related theorems with \mathcal{L} = \mathcal{Z}, see [17]).

Proof. Assume \mathcal{L} is δ and \mathcal{L} semiseparates t\mathcal{L}, t\mathcal{L} is paracompact, etc. Consider any sequence in \mathcal{M}'R(\alpha, \mathcal{L}), (\mu_\alpha), and any element of \mathcal{M}'R(\alpha, \mathcal{L}), \nu, such that \lim \mu_\alpha = \nu in \mathcal{T}. Show \nu \in \mathcal{M}'R(\alpha, \mathcal{L}).

1. Show \bigcup S(\mu_\alpha) is Lindelöf.

α) Show \bigcup S(\mu_\alpha) satisfies the countable chain condition. Consider any subset of \{(t\mathcal{L})', \{0, \alpha \in A\}, such that \{\bigcup S(\mu_\alpha) \cap 0, \alpha \in A\} is disjoint and A \neq \emptyset and for every \alpha, \bigcup S(\mu_\alpha) \cap 0, \alpha \neq \emptyset. Show \{\bigcup S(\mu_\alpha) \cap 0, \alpha \in A\} is countable. For every n, consider \{\alpha \in A/S(\mu_\alpha) \cap 0, \alpha \neq \emptyset\} and denote it by A_n.

Show A = \bigcup A_n. Consider any \alpha. Then \bigcup S(\mu_\alpha) \cap 0, \alpha = \emptyset. Hence \bigcup S(\mu_\alpha) \cap 0, \alpha = \emptyset. Hence there exists
an $n$ such that $S(\mu_n) \cap 0_\alpha \neq \emptyset$. Consider any such $n$. Then $\alpha \in A_n$. Hence $\alpha \in \bigcup A_n$. Consequently $A = \bigcup A_n$. Note for every $n$, $\{S(\mu_n) \cap 0_\alpha : \alpha \in A_n\}$ is disjoint and for every $\alpha$, if $\alpha \in A_n$, then $S(\mu_n) \cap 0_\alpha \neq \emptyset$; hence,

since $S(\mu_n)$ satisfies the countable chain condition (because $\mu_n \in M^R(\tau, L)$ and $L$ is separating and disjunctive), $\{S(\mu_n) \cap 0_\alpha : \alpha \in A_n\}$ is countable; hence $A_n$ is countable. Consequently $A$ is countable. Hence $\{\bigcup S(\mu_n) : \alpha \in A\}$ is countable. Thus $\bigcup S(\mu_n)$ satisfies the countable chain condition.

2. Show $U(\bigcup S(\mu_n)) \subset (\bigcup \bigcup S(\mu_n))$. Since $U(\bigcup S(\mu_n)) \subset \tau$ and $\lim_\mu = v$ in $\tau$ and $\tau$ is $\delta$ and $\tau$ semiseparates $\tau L$, by Lemma 4.2, $\lim_\mu = v$ in $T$ and $\tau$ is $\delta$ and $\tau$ semiseparates $\tau \tau$, by Lemma 4.5, $\lim_\mu = v$ in $T$, $\lim_\mu = v$. Consequently $v(X) = \lim_\mu = v(X)$. Hence $\lim_\mu = v(X) = v(X) = v(X) = \lim_\mu = v(X)$. Consequently $\lim_\mu = v(X) = v(X) = \lim_\mu = v(X)$. Since $\lim_\mu = v$ in $T$, $\lim_\mu = v$. Consequently $v(X) = \lim_\mu = v(X)$. Hence, by Lemma 4.4, $v \in \tau R(\tau, \tau)$. Thus $\tau R(\tau, \tau)$ is sequentially closed in $\tau R(\tau, \tau)$.

3. Consequently $\bigcup S(\mu_n) \cap \tau L$ is Lindelöf and $v(X) = v(X)$. Hence, by Lemma 4.4, $v \in \tau R(\tau, \tau)$.

Thus $\tau R(\tau, \tau)$ is sequentially closed in $\tau R(\tau, \tau)$.

**Example.** Consider any topological space $X$ such that $X$ is paracompact and $T_1$, and let $\tau L = \tau$. Since $\tau$ is $\delta$ and $\tau$ semiseparates $\tau T(\tau, \tau)$, $\tau T$ is paracompact, and $\tau$ is separating and disjunctive, $\tau R(\tau, \tau)$ is sequentially closed in $\tau R(\tau, \tau)$. (This result is also true in normal metacompact spaces; see [17].)

**Section 5.**

In this section conditions are obtained under which tightness implies relative compactness in the weak* topology and vice versa.

**Theorem 5.1.** If $L$ is $\delta$ and $L$ semiseparates $\tau L$, and $L$ is separating, disjunctive, and normal, then for every subset of $\tau R(\alpha, L)$, $A$, if $A$ is tight, then $A$ is $\tau R$-relatively compact in $\tau R(\alpha, L)$.

**Proof.** Assume $L$ is $\delta$ and $L$ semiseparates $\tau L$, and $L$ is separating, disjunctive, and normal. Consider any subset of $\tau R(\alpha, L)$, $A$, such that $A$ is tight. Then, by definition, $A$ is norm bounded. Hence there exists a positive number, $\varepsilon$, such that for every element of $\tau R(L)$, $p$, if $p \in A$, then $\|p\| < \varepsilon$. Consider any such $\varepsilon$. Now, consider $\{p \in \tau R(L) : \|p\| < \varepsilon\}$. Note $A \subset \{p \in \tau R(L) : \|p\| < \varepsilon\}$. Hence $A \subset \{p \in \tau R(L) : \|p\| < \varepsilon\}$. The following fact is well-known: $\{p \in \tau R(L) : \|p\| < \varepsilon\}$ is compact. Hence, since the topology $\tau R$ is $T_2$, $\{p \in \tau R(L) : \|p\| < \varepsilon\}$ is closed. Consequently $A \subset \{p \in \tau R(L) : \|p\| < \varepsilon\}$. Consequently $A$ is compact. Therefore to show $A$ is $\tau R$-relatively compact in $\tau R(\alpha, L)$, it suffices to show $A \subset \tau R(\alpha, L)$.

Case $A = \emptyset$. Then $A \subset \tau R(\alpha, L)$.

Case $A \neq \emptyset$. Since $L$ is $\delta$ and normal, by Proposition 3.9, $\tau R(L)$ is closed. Hence, since $A \subset \tau R(\alpha, L), A \subset \tau R(\alpha, L)$. Consider any element of $A$. Then $v \in \tau R(L)$. Hence to show $v \in \tau R(\alpha, L)$, it suffices to show for any sequence in $L$, $\langle L_n \rangle$, if $\langle L_n \rangle$ is decreasing and $\lim L_n = \emptyset$, then $\lim v(L_n) = 0$. Consider any sequence in $L$, $\langle L_n \rangle$, such that $\langle L_n \rangle$ is decreasing and $\lim L_n = \emptyset$. Now, consider any positive number, $\varepsilon$. Since $A$ is tight, by definition, there exists an element of $\tau R(L)$, such that for every element of $A$, $p, p(\varepsilon') < \varepsilon$. Consider any such $\varepsilon$. Since $v \in \bar{A}$, there exists a net in $A$, $\langle \mu_n \rangle$, such that
lim \( \mu_n = \nu \). Consider any such \((\mu_n)\). Note for every \( \alpha, (\mu_n), (K') < \epsilon \). Since \( \mathcal{L} \) is separating, disjunctive, and normal, \( \mathcal{K} \subset \mathcal{L} \). Consequently \( K \in \mathcal{L} \). Consequently \( K \in \mathcal{L} \) and \( \lim \mu_n = \nu \), and \( \mathcal{L} \) is \( \delta \) and \( \mathcal{L} \) semiseparates \( \mathcal{L} \). Hence, by Lemma 4.2, \( v(\mathcal{L}) \leq \lim(\mu_n, (K')) \). Consequently \( v(\mathcal{L}) \leq \epsilon \). Since \( \langle \mathcal{L} \rangle \) is decreasing and \( \lim L_n = \emptyset \cap L_n = \emptyset \). Hence \( K \cap L_n = \emptyset \). Hence, since \( \langle \mathcal{L} \rangle \) is decreasing and \( K \in \mathcal{K} \), there exists a value of \( n_0 \), such that for every \( n \), if \( n > n_0 \), then \( K \cap L_n = \emptyset \); equivalently \( L_n \subset K' \). Consider any such \( n_0 \). Then for every \( n \), if \( n > n_0 \), then \( v(L_n) \leq v(K') \leq \epsilon \). Hence \( \lim v(L_n) = 0 \). Consequently \( v \in M^*\mathcal{R}(\mathcal{L}) \). Hence \( \mathcal{A} \subset M^*\mathcal{R}(\alpha, \mathcal{L}) \).

Consequently \( \mathcal{A} \) is \( \omega' \)-relatively compact in \( M^*\mathcal{R}(\alpha, \mathcal{L}) \).

**Example.** Consider any topological space \( X \) such that \( X \) is \( T_1 \) and normal, and let \( \mathcal{L} = \mathcal{F} \). Since \( \mathcal{F} \) is \( \delta \) and \( \mathcal{F} \) semiseparates \( \mathcal{F}(\mathcal{F}) \), and \( \mathcal{F} \) is separating, disjunctive, and normal, for every subset of \( M^*\mathcal{R}(\alpha, \mathcal{F}), \mathcal{L} \), if \( \mathcal{A} \) is tight, then \( \mathcal{A} \) is \( \omega' \)-relatively compact in \( M^*\mathcal{R}(\alpha, \mathcal{F}) \).

The following theorem also gives conditions under which tightness implies relative compactness.

**Theorem 5.2.** If \( \mathcal{L} \) is countably paracompact, separating and disjunctive, \( \delta \) and normal, then for every subset of \( M^*\mathcal{R}(\alpha, \mathcal{L}), \mathcal{A} \), if \( \mathcal{A} \) is tight, then \( \mathcal{A} \) is \( \omega' \)-relatively compact in \( M^*\mathcal{R}(\alpha, \mathcal{L}) \). (Proof omitted.)

**Examples.** (1). Consider any topological space \( X \) such that \( X \) is countably paracompact, \( T_1 \), and normal, and let \( \mathcal{L} = \mathcal{F} \). Then for every subset of \( M^*\mathcal{R}(\alpha, \mathcal{F}), \mathcal{A} \), if \( \mathcal{A} \) is tight, then \( \mathcal{A} \) is \( \omega' \)-relatively compact in \( M^*\mathcal{R}(\alpha, \mathcal{F}) \).

(2). Consider any topological space \( X \) such that \( X \) is \( T_{1\nu} \), and let \( \mathcal{L} = \mathcal{Z} \). Then for every subset of \( M^*\mathcal{R}(\alpha, \mathcal{Z}), \mathcal{A}, \) if \( \mathcal{A} \) is tight, then \( \mathcal{A} \) is \( \omega' \)-relatively compact in \( M^*\mathcal{R}(\alpha, \mathcal{Z}) \). ([20], p. 205, Corollary III.)

(3). Consider any topological space \( X \) such that \( X \) is \( T_1 \), and \( \mathcal{L} = \mathcal{B} \). Then for every subset of \( M^*\mathcal{R}(\alpha, \mathcal{B}), \mathcal{A}, \) if \( \mathcal{A} \) is tight, then \( \mathcal{A} \) is \( \omega' \)-relatively compact in \( M^*\mathcal{R}(\alpha, \mathcal{B}) \).

The following theorem gives conditions under which relative compactness implies tightness.

**Theorem 5.3.** Consider the condition: For every element of \( \mathcal{K} \), \( \mathcal{K} \), there exist an element of \( \mathcal{L}, \mathcal{L}' \), and an element of \( \mathcal{K}, \mathcal{K}' \), such that \( \mathcal{K} \subset \mathcal{L}' \subset \mathcal{K} \). 

If \( \mathcal{L} \) is separating and disjunctive, satisfies condition \( \mathcal{C} \), is strongly measure replete, \( \delta \) and normal, then for every subset of \( M^*\mathcal{R}(\alpha, \mathcal{L}), \mathcal{A}, \) if \( \mathcal{A} \) is \( \omega' \)-compact, then \( \mathcal{A} \) is tight.

**Proof.** Assume \( \mathcal{L} \) is separating and disjunctive, satisfies etc. Consider any subset of \( M^*\mathcal{R}(\alpha, \mathcal{L}), \mathcal{A} \), such that \( \mathcal{A} \) is \( \omega' \)-compact. Assume \( \mathcal{A} \neq \emptyset \).

\( \alpha \) Show \( \mathcal{A} \) is norm bounded. Note for every element of \( \mathcal{A}, \mu, \| \mu \| = \mu(X) = \int f d\mu \). Consider the element of \( C_{\mathcal{L}}(\mathcal{L}), f \), which is such that \( f = 1 \). Then, by definition (see p. 3), for every element of \( MR(\mathcal{L}), \mu, \overline{f} = \int f d\mu \). Since \( \mathcal{L} \) is \( \delta \) and normal, \( \overline{f} \) is \( \omega' \)-continuous. Hence, since \( \mathcal{A} \) is \( \omega' \)-compact, \( \overline{f}(\mathcal{A}) \) is bounded. Consequently \( \mathcal{A} \) is norm bounded.

\( \beta \) Show for every positive number \( \epsilon \), there exists an element of \( \mathcal{K}, \mathcal{K} \), such that for every element of \( \mathcal{A}, \mu, \mu(X - K) < \epsilon \). Consider any positive number \( \epsilon \). Now, consider any element of \( \mathcal{A}, \mu \).

Since \( \mathcal{L} \) is strongly measure replete, \( \mu \in M^*\mathcal{R}(\tau, \mathcal{L}). \) (See Theorem 3.15.) Hence there exists an element of \( \mathcal{K}, K \), such that \( \mu(X - K) < \epsilon \). Consider any such \( K \).

Since \( \mathcal{L} \) satisfies condition \( \mathcal{C} \), there exist an element of \( \mathcal{L}, L \), and an element of \( \mathcal{K}, \mathcal{K} \), such that \( K \subset L \subset \mathcal{K} \). Consider any such \( L, \mathcal{K} \).

Since \( \mathcal{L} \) is separating, disjunctive, and normal, \( \mathcal{K} \subset \mathcal{L} \).

Since \( \mathcal{L} \) is strongly measure replete, it is measure replete. Consequently \( \mu \in M^*\mathcal{R}(\tau, \mathcal{L}) \). Hence, since \( \mathcal{L} \) is separating and disjunctive, by ([4], Theorem 2.5), there exists an element of \( M^*\mathcal{R}(\tau, \mathcal{L}), \mu, \) such that \( \mu|(\mathcal{L}) = \mu \) and \( \mu \) is unique. Moreover, \( \mu \) is \( \omega' \) on \( \mathcal{L} \). Consequently \( \mu = \mu \) on \( \mathcal{K} \).

Then \( \mu(L_\mu) = \mu(X - L_\mu) = \mu(X - L_\mu) < \mu(X - K_\mu) = \mu(X - K_\mu) < \epsilon \).
Observation. Consider any element of $\mathcal{L}$, $L$. Since $\mathcal{L}$ is $\delta$ and normal, for every element of $C_b(\mathcal{L}), f, \hat{f}$ is $w^*$-continuous. Now, consider the function $\psi$ determined by $\psi = \inf\{\hat{f}/f \in C_b(\mathcal{L}) \}$ and $f \geq \kappa_L$. By ([9], p. 85, Corollary 10.4, (b)), $\psi$ is $w^*$-upper-semicontinuous. Hence $\{v \in MR(\mathcal{L}) \mid \psi(v) < \epsilon\}$ is $w^*$-open. Note for every element of $MR(\mathcal{L}), v, \psi(v) = \inf\{\hat{f}(v)/f \in C_b(\mathcal{L}) \}$ and $f \geq \kappa_L$; further, note if $v \geq 0$, then, by Alexandroff's Representation Theorem, $\inf\{\hat{f}(v)/f \in C_b(\mathcal{L}) \}$ and $f \geq \kappa_L = \nu(L)$. Consequently $\{v \in M'R(\mathcal{L}) \mid \psi(L) < \epsilon\}$ is $w^*$-open.

By this observation, $\{v \in M'R(\mathcal{L}) \mid \psi(L) < \epsilon\}$ is $w^*$-open. Since $\mu(L) < \epsilon, \mu \in \{v \in M'R(\mathcal{L}) \mid \psi(L) < \epsilon\}$. Denote this set by $W_e$.

Note $\{W \mid \mu \in A\}$ is an open cover of $A$. Hence, since $A$ is compact, there exists a subcover of $A, S$, such that $S$ is finite, and nonempty (since $A$ is nonempty). Consider any such $S$ and denote it by $\{W_n: n = 1, \ldots, t\}$. Also, consider $\bigcup\{K_n: n = 1, \ldots, t\}$, $K_n \in \mathcal{X}$. Denote this set by $K$.

Now, consider any element of $A, \mu$. Since $A \subseteq \bigcup\{W_n: n = 1, \ldots, t\}$, there exists a value of $n, n_0$ such that $\mu \in W_{n_0}$. Consider any such $n_0$. Then $K \in \mathcal{X}$ and $\mu(L - K) = \mu(X - K) \leq \mu(X - L_{n_0}) = \mu(X - L_{n_0}) = \mu(L_{n_0}) < \epsilon$.

$\gamma$ Consequently $A$ is tight.

Remark. This theorem is a mild generalization of a result of Varadarajan ([20], p. 205, Theorem 29) and implies readily the Prohorov theorem.

Examples. (1). Consider any topological space $X$ such that $X$ is $T_1$, locally compact, normal, and $\tau$ is strongly measure replete, and let $\mathcal{L} = \tau$. Then for every subset of $M'R(\alpha, \tau), A$, if $A$ is $w^*$-compact, then $A$ is tight.

Remarks. a) All conditions are satisfied, if $X$ is locally compact, $T_2$, and Lindelöf. (See [4], p. 1516, Application 2.)

b) All conditions are satisfied, if $X$ is locally compact, $T_2$ and paracompact and separable. (See [4], p. 1516, Application 2'.)

(2). Consider any topological space $X$ such that $X$ is $T_2$, locally compact, and $Z$ is strongly measure replete, and let $\mathcal{L} = \tau$. Then for every subset of $M'R(\alpha, Z), A$, if $A$ is $w^*$-compact, then $A$ is tight.

Remark. Conditions for $Z$ to be strongly measure replete are found in [6], e.g., $X \in \sigma(W(Z))$.

The following theorem is a generalization of Theorem 5.3.

Theorem 5.4. If $\mathcal{L}$ is separating and disjunctive, measure replete and Čech-complete (implying in particular that $\mathcal{L}$ is strongly measure replete) (see [4], p. 1516), then for every subset of $M'R(\alpha, \mathcal{L}), A$, if $A$ is $w^*$-compact, then $A$ is tight. (Proof omitted.)

Remark. In the concrete situation of Tychonoff spaces, with $\mathcal{L} = \tau$, these results can be found in [13] and [19].

Section 6.

The following theorems describe a relationship between convergence in $\mathcal{T}$ and convergence in $\mathcal{T}$, convergence in $\mathcal{T}$, or convergence in $\mathcal{T}'$. (For the definitions of $\mathcal{T}, \mathcal{\hat{T}}$, and $\mathcal{T}'$, see p. 4.)

Denote the general element of $M'R(\mathcal{L})$ by $\mu$. The following three functions, associated with $\mu$, occur in the theorems just mentioned, namely, $\mu, \mu$, and $\mu'$. For their definitions see ([4], p. 1501 and p. 1508].

Theorem 6.1. For every net in $M'R(\mathcal{L}), (\mu_\alpha)$, for every element of $M'R(\mathcal{L}), v, \lim_\alpha \mu_\alpha = v$ in $\mathcal{T}$ iff $\lim_\alpha \mu_\alpha = \hat{v}$ in $\mathcal{\hat{T}}$. (Proof omitted.)

Theorem 6.2. If $W(\mathcal{L})$ is $\delta$, then for every net in $M'R(\mathcal{L}), (\mu_\alpha)$, for every element of $M'R(\mathcal{L}), v, \lim_\alpha \mu_\alpha = v$ in $\mathcal{T}$ iff $\lim_\alpha \mu_\alpha = \hat{v}$ in $\mathcal{\hat{T}}$. (Proof by using Lemma 4.2.)
Corollary 6.3. If $L$ is countably compact, then for every net in $M^*R(L), (\mu_{\alpha})$, for every element of $M^*R(L), v$, \[ \lim_{\alpha} \mu_{\alpha} = v \text{ in } T \text{ iff } \lim_{\alpha} \tilde{\mu}_{\alpha} = \tilde{v} \text{ in } \hat{T}. \] (Proof omitted.)

Theorem 6.4. If $L$ is (separating), disjunctive, $\delta$, and normal, then for every net in $M^*R(L), (\mu_{\alpha})$, for every element of $M^*R(L), v$, \[ \lim_{\alpha} \mu_{\alpha} = v \text{ in } T \text{ iff } \lim_{\alpha} \tilde{\mu}_{\alpha} = \tilde{v} \text{ in } \hat{T}. \]

Proof. Assume $L$ is (separating), disjunctive, $\delta$, and normal. Consider any net in $M^*R(L), (\mu_{\alpha})$, and any element of $M^*R(L), v$.

a) Assume $\lim_{\alpha} \tilde{\mu}_{\alpha} = \tilde{v} \text{ in } \hat{T}$. Since $L$ is normal, $tW(L)$ is normal. Consequently $tW(L)$ is $\delta$ and normal. Hence $\hat{T}$ is the weak* topology. [See (Theorem 3.13, d)]. Therefore to show $\lim_{\alpha} \tilde{\mu}_{\alpha} = \tilde{v} \text{ in } \hat{T}$, it suffices to show for every element of $C(tW(L)), g$, \[ \lim_{\alpha} \int g d\tilde{\mu}_{\alpha} = \int g d\tilde{v}. \]

Since $L$ is (separating), disjunctive, $\delta$, and normal, the function $^*$ which maps the general element of $C_c(L), f$, onto the element of $C(tW(L)), f$, which is such that $D_f = IR(L)$ and for every element of $IR(L), \lambda, f(\lambda) = \int f d\lambda$ is onto. ($^*$ is also a vector-space isomorphism and norm preserving.)

Consequently to show $\lim_{\alpha} \tilde{\mu}_{\alpha} = \tilde{v} \text{ in } \hat{T}$, it suffices to show for every element of $C_c(L), f$, \[ \lim_{\alpha} \int f d\tilde{\mu}_{\alpha} = \int f d\tilde{v}. \]

For this purpose, consider the following

Lemma. If $L$ is (separating), disjunctive, $\delta$, and normal, then for every element of $M^*R(L), \lambda$, for every element of $C_c(L), f$, \[ \int f d\tilde{\lambda} = \int f d\lambda. \] (Proof omitted.)

Consider any element of $C_c(L), f$. Note for every $\alpha$, by the Lemma, \[ \int f d\tilde{\mu}_{\alpha} = \int f d\mu_{\alpha}. \] Since $L$ is $\delta$ and normal, $T$ is the weak* topology. [See (Theorem 3.13, d)]. Therefore, since $\lim_{\alpha} \mu_{\alpha} = v \text{ in } T$, \[ \lim_{\alpha} \int f d\mu_{\alpha} = \int f dv. \] Consequently \[ \lim_{\alpha} \int f d\tilde{\mu}_{\alpha} = \int f d\tilde{v}. \] (Proof omitted.)

b) Assume $\lim_{\alpha} \tilde{\mu}_{\alpha} = \tilde{v} \text{ in } \hat{T}$. Then $\lim_{\alpha} \mu_{\alpha} = v \text{ in } T$. (Proof omitted.)

Theorem 6.5. For every net in $M^*R(L), (\mu_{\alpha})$, for every element of $M^*R(L), v$, \[ \lim_{\alpha} \mu_{\alpha} = v \text{ in } T \text{ iff } \lim_{\alpha} \tilde{\mu}_{\alpha} = \tilde{v} \text{ in } \hat{T}. \] (Proof omitted.)
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