A GENERALIZED INVERSION FORMULA FOR THE CONTINUOUS JACOBI TRANSFORM

AHMED I. ZAYED
Department of Mathematics
California Polytechnic State University
San Luis Obispo, CA 93407
U.S.A.

(Received August 19, 1986 and in revised form September 10, 1986)

ABSTRACT. In this paper we extend the definition of the continuous Jacobi transform to a class of generalized functions and obtain a generalized inversion formula for it. As a by-product of our technique we obtain a necessary and sufficient condition for an analytic function \( F(\lambda) \) in \( \text{Re} \lambda > 0 \) to be the continuous Jacobi transform of a generalized function.
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1. Introduction:

The main principle in sampling theory is to reconstruct a function \( f(t) \) defined on some open interval \( I \) from the knowledge of its values \( f(t_n) \) at a discrete sequence of points \( \{t_n\}_{n=0}^\infty \subseteq I \). In Kramer's sampling theorem [9], this can be expressed in the form

\[
f(t) = \sum_{n=0}^{\infty} f(t_n) S_n(t) \quad ; \quad t \in I
\]  

(1.1)

where \( \{S_n(t)\}_{n=0}^\infty \) is a sequence of determined functions.

Suppose that \( \{\phi_n(t)\}_{n=0}^\infty \) is a complete system of orthonormal functions defined on \( I \) with respect to some measure \( d\rho(t) \). Let us call these functions p-functions. In the case when \( f(t) \) can be expanded in terms of the p-functions, i.e.,

\[
f(t) = \sum_{n=0}^{\infty} a(n) \phi_n(t)
\]  

(1.2)

where

\[
a(n) = \int_I f(t) \phi_n(t) d\rho(t)
\]  

(1.3)

determining \( \{S_n(t)\}_{n=0}^\infty \) requires generalizing the p-functions to the case where
the discrete parameter $n$ is replaced by a continuous real parameter $\lambda$ in some open interval $J$.

This has motivated the idea of generalizing various classical orthonormal sequences of functions to the continuous parameter case which in turn has led to the investigation of expanding functions in terms of the generalized $p$-functions $\{\phi_\lambda(t)\}_{\lambda \in J}$. If we call (1.3) the discrete $p$-transform of $f(t)$ and regard (1.2) as its inversion formula, then analogously we can define the continuous $p$-transform of $f(t)$ as

$$a(\lambda) = \int_1^\infty f(t) \phi_\lambda(t) \, dt$$

But since the $\phi_\lambda(t)$'s are no longer orthogonal, finding an inversion formula for the continuous $p$-transform (1.4) is usually more difficult.

An explicit representation of $(S_n(t))_0$ has been given in [2], [7] and [8] for the cases where the $p$-functions are the Bessel's functions, Legendre, associated Legendre, Gegenbauer, Chebyshev, Laguerre polynomials. However, only in a very few cases has an inversion formula for the continuous transform is known. Inversion formulas for the continuous Legendre and the continuous Jacobi transforms were derived by Butzer, Stens, Wehrens [1] and Deeba, Koh [3] respectively.

It should be pointed out that Debnath [3, 4] was the first to introduce the theory of the Jacobi transform and discuss the operational properties of this transform with applications.

The main purpose of this paper is to derive a more general inversion formula for the continuous Jacobi transform which will include the results of [1] and [5] as a special case. As a by-product of our approach we obtain a more general definition of the continuous Jacobi transform which enables us to give a necessary and sufficient condition for an analytic function $F(\lambda)$ in $\text{Re}\, \lambda > 0$, to be the continuous Jacobi transform of a generalized function $f(t)$.

2. Preliminaries:

In this section we recall some of the basic background material necessary for our investigation.

For any real numbers $a$, $b$ and $c$ with $c \neq 0, -1, -2, \ldots$, the hypergeometric function $F(a, b; c; z) = \frac{\Gamma_1(a, b; c; z)}{\Gamma_1(a, b; c; z)}$ is given by
where the series converges at \( z = -1 \) and \( z = 1 \) provided that \( c - a - b + 1 > 0 \) and \( c - a - b > 0 \) respectively.

The Jacobi function \( p_{\lambda}^{(\alpha, \beta)}(x) \) of the first kind is defined by

\[
p_{\lambda}^{(\alpha, \beta)}(x) = \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1)\Gamma(\lambda+1)} F(-\lambda, \lambda+\alpha+1; 1; \frac{1-x}{2}) \quad x \in (-1, 1]
\]  

(2.2)

where \( \alpha, \beta > -1, \lambda \in \mathbb{R} \) and \( \lambda+\alpha+1 \neq 0, -1, -2, \ldots \). Since

\[
p_{\lambda}^{(\alpha, \beta)}(x) = \frac{\Gamma(\lambda-\alpha+1)\Gamma(\lambda-\beta)}{\Gamma(\lambda-\beta)\Gamma(\lambda+1)} p_{\lambda-\alpha-\beta-1}^{(\alpha, \beta)}(x)
\]

we may restrict ourselves to the case \( \lambda \geq -\frac{(\alpha+\beta+1)}{2} \). The function \( p_{\lambda}^{(\alpha, \beta)}(x) \) satisfies the differential equation

\[(1-x^2)y'' + (\beta-\alpha-(\alpha+\beta+2)x)y' + \lambda(\lambda+\alpha+\beta+1)y = 0.\]  

(2.3)

Let

\[
p_{\lambda}^{(\alpha, \beta)}(x) = (1-x)^\alpha(1+x)^\beta p_{\lambda}^{(\alpha, \beta)}(x)
\]  

(2.4)

and

\[
L = (1-x^2)\frac{d^2}{dx^2} + [(\alpha-\beta) + (\alpha+\beta-2)x] \frac{d}{dx} + (\alpha+\beta).
\]  

(2.5)

Then with some easy computations, one can show that \( p_{\lambda}^{(\alpha, \beta)}(x) \) are the eigenfunctions of \( L \) with eigenvalues \( -\lambda(\lambda+\alpha+\beta+1) \), i.e.

\[
L p_{\lambda}^{(\alpha, \beta)}(x) = -\lambda(\lambda+\alpha+\beta+1)p_{\lambda}^{(\alpha, \beta)}(x).
\]  

(2.6)

One can also verify that the conjugate differential operator \( L^* \) of \( L \) is given by

\[
L^* = (1-x^2)\frac{d^2}{dx^2} - [(\alpha-\beta) + (\alpha+\beta+2)x] \frac{d}{dx}.
\]  

(2.7)
It can be shown that for \(\lambda, \nu \geq -\left(\frac{\alpha + \beta + 1}{2}\right)\), \(\lambda \neq \nu\), \(\lambda \neq -(\nu + \alpha + \beta + 1)\) and 
\[-1 < \alpha, \beta\]

\[
\frac{1}{2^{\alpha + \beta + 1}} \int_{-1}^{1} (1-x)^{\alpha}(1+x)^{\beta} p_{\lambda}(\alpha, \beta)(x)p_{\nu}(\beta, \alpha)(-x) \, dx
\]

\[
= \frac{\Gamma(\lambda+\alpha+\beta+1)}{\Gamma(\nu+\alpha+\beta+1)} \frac{\sin \pi \lambda}{\pi(\lambda-\nu)(\lambda+\nu+\alpha+\beta+1)} - \frac{\sin \pi \nu}{\Gamma(\lambda+\nu+\alpha+\beta+1)} \right) \right].
\] (2.8)

If we denote the Jacobi polynomial of degree \(n\) by \(p_n^{(\alpha, \beta)}(x)\), then

\[
\frac{1}{2^{\alpha + \beta + 1}} \int_{-1}^{1} (1-x)^{\alpha}(1+x)^{\beta} p_n^{(\alpha, \beta)}(x)p_m^{(\alpha, \beta)}(x) \, dx = \delta_{nm} h_n
\] (2.9)

\[
h_n = \frac{\Gamma(n+\alpha+1)\Gamma(n+\beta+1)}{n!(2n+\alpha+\beta+1)\Gamma(n+\alpha+\beta+1)}.
\] (2.10)

Since \(p_n^{(\alpha, \beta)}(-x) = (-1)^n p_n^{(\beta, \alpha)}(x)\) it follows that

\[
\hat{p}_\lambda^{(\alpha, \beta)}(n) = \frac{1}{2^{\alpha + \beta + 1}} \int_{-1}^{1} (1-x)^{\alpha}(1+x)^{\beta} p_n^{(\alpha, \beta)}(x)p^{(\alpha, \beta)}(x) \, dx
\]

\[
= \frac{(-1)^n \Gamma(\lambda+\alpha+\beta+1)\sin \pi \lambda}{\pi(\lambda-n)(\lambda+n+\alpha+\beta+1)n!\Gamma(\lambda+\alpha+\beta+1)}, \quad \lambda \neq n
\] (2.11)

and hence

\[
p_\lambda^{(\alpha, \beta)}(x) \sim \sum_{n=0}^{\infty} \frac{\hat{p}_\lambda^{(\alpha, \beta)}(n)p^{(\alpha, \beta)}(x)}{n!}, \quad x \in (-1, 1].
\] (2.12)

The following estimates will also be needed:

i) for \(-1 < \beta \leq 0\), \(\sup_{x \in [-1, 1]} |(1+x)^\beta p_\lambda^{(\alpha, \beta)}(x)| < \infty\), for any \(c > 0\) (2.13)

ii) for \(\beta \geq 0\), \(\sup_{x \in [-1, 1]} |(1+x)^{\beta+c} p_\lambda^{(\alpha, \beta)}(x)| < \infty\), for any \(c > 0\) (2.14)

iii) \(p_\lambda^{(\alpha, \beta)}(x) = O(1/x^\beta)\) as \(\lambda \to \infty\) uniformly in \(x \in [a, b] \subset (-1, 1)\) (2.15)

iv) as a function in \(\lambda\) the supremum \(\kappa(\lambda)\) in (2.13) and (2.14) is at most of polynomial growth as \(\lambda \to \infty\). In fact,

\[
\kappa(\lambda) = O(\lambda^q) \text{ as } \lambda \to \infty \text{ where } q = \max(\alpha, \beta).
\] (2.16)
If $X$ denotes a locally convex space, then its dual will be denoted by $X^*$ and the action of $f \in X^*$ on any member $\phi \in X$ will be denoted by $\langle f, \phi \rangle$.

Let $I = (a, b)$, $-\infty < a < b < \infty$ and $C^\infty(I)$ be the class of all infinitely differentiable functions on $I$. The space of all infinitely differentiable functions on $I$ provided with its standard topology as described in [10] will be denoted by $E(I)$ while $D(I)$ will denote the space of all functions $\phi(x) \in C^\infty(I)$ whose support is compact and lies entirely inside $I$. The topology of $D(I)$ is its standard topology as described in [8].

Let $w(x) = (1-x)^\alpha(1+x)^\beta$ and $f(x) \in L^p((-1,1), w(x))$, $p \geq 1$. Then the discrete Jacobi transform $\hat{f}(\alpha, \beta)(n)$ of $f(x)$ is defined by

$$\hat{f}(\alpha, \beta)(n) = \frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1} (1-x)^\alpha(1+x)^\beta p_n(\alpha, \beta)(x) f(x) \, dx$$

and the series expansion of $f(x)$ in terms of the Jacobi polynomials is given by

$$f(x) \sim \sum_{n=0}^{\infty} \frac{1}{h_n} \hat{f}(\alpha, \beta)(n)p_n(\alpha, \beta)(x), \quad x \in (-1,1). \quad (2.18)$$

Analogously, if $\alpha > -1$, $-1 < \beta < 1$ and $f(x) \in L^2((-1,1), w(x))$ the continuous Jacobi transform $\hat{f}(\alpha, \beta)(\lambda)$ of $f(x)$ will be defined by

$$\hat{f}(\alpha, \beta)(\lambda) = \frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1} (1-x)^\alpha(1+x)^\beta p(\alpha, \beta)(\lambda, x) f(x) \, dx; \quad \lambda > -\frac{1}{2}. \quad (2.19)$$

It can be shown that for $-1 < \alpha$, $-1 < \beta < 1$ and $\alpha + \beta = 0$, if $f(x) \in L^2((-1,1), w(x))$ and $\sqrt{\lambda} \hat{f}(\alpha, \beta)(\lambda - \frac{1}{2}) \in L^1(0, \infty)$, then

$$f(x) = 4 \int_{0}^{\infty} \hat{f}(\alpha, \beta)(\lambda - \frac{1}{2}) p(\beta, \alpha)(\lambda - \frac{1}{2}) H_0(\lambda) \lambda \sin \pi \lambda \, d\lambda \quad (2.20)$$

almost everywhere in $(-1,1)$ where

$$H_0(\lambda) = \frac{\Gamma^2(\lambda + \frac{1}{2})}{\Gamma(\lambda + \alpha + \frac{1}{2})\Gamma(\lambda + \beta + \frac{1}{2})}. \quad (2.21)$$
In addition, if $f(x)$ is continuous on $(-1,1)$, then (2.20) will hold everywhere on $(-1,1)$.

Here we should point out that in [5], formulas (2.19) and (2.20) were proved for $-\frac{1}{2} < \alpha, \beta < \frac{1}{2}$, however they can be easily extended to the case where $-1 < \alpha, \beta < 1$ since $(1+x)^{\beta}(1-x)^{\alpha} |p_{x}^{(\alpha, \beta)}(x)|^2$ is integrable over $(-1,1)$. Similar argument can be applied to (2.8).

3. Jacobi transform of a class of generalized functions:

Throughout the rest of this paper I will denote the open interval $(-1,1)$. Fix $\alpha$ and $\beta$ such that $\alpha, \beta > -1$. We define the space $H_{\alpha, \beta}$ as the space of all infinitely differentiable functions $\phi(x)$ defined on $I$ such that

$$\gamma_{k,c}(\phi) = \sup_{x \in I} |(1-x)^{-\alpha}(1+x)^{c}L_{k}\phi(x)| < \infty$$

(3.1)

for any nonnegative integer $k$ and any $c$ such that $\max(-\beta,0) < c < 1$.

Clearly, $H_{\alpha, \beta}$ is a linear space under the pointwise addition of functions and multiplication by complex numbers. The collection $\Gamma = \{\gamma_{k,c}^{\infty}_{k=0, \max(-\beta,0) < c < 1}\}$ is a separating family of seminorms since each $\gamma_{k,c}^{\infty}_{k=0, \max(-\beta,0) < c < 1}$ is a seminorm and $\gamma_{0,c}^{\infty}_{k=0}$ is a norm. The topology of $H_{\alpha, \beta}$ is the topology induced by the family $\Gamma$. In fact, it is not hard to show that the same topology can be generated by a countable subset of $\Gamma$. Provided with this topology, $H_{\alpha, \beta}$ becomes a locally convex, Hausdorff topological vector space. By using an argument similar to the one used in lemma 3.2-1 in [5], one can show that $H_{\alpha, \beta}$ is, in fact, a Fréchet space and in addition to that $D(I) \subset H_{\alpha, \beta} \subset E(I)$ where the topology of $H_{\alpha, \beta}$ is stronger than the topology it inherits from $E(I)$ and likewise the topology of $D(I)$ is stronger than the topology it
inherents from $H_{\alpha,\beta}$. Consequently, the inclusion $D^*(I) \supset H^*_{\alpha,\beta} \supset E^*(I)$ holds.

Moreover, if $f(x)$ is a locally integrable function on $I$ such that

$$
\frac{f(x)}{(1-x)^{-\alpha}(1+x)^{\alpha}} \in L^1(-1,1) \quad \text{for any } l > c > \max(-\beta,0),
$$

then $f(x) \in H^*_{\alpha,\beta}$ and

$$
\langle f, \phi \rangle = \int_{-1}^{1} f(x)\phi(x) \, dx
$$

for any $\phi \in H_{\alpha,\beta}$ since by (3.1) for $k = 0$, we have

$$
|\langle f, \phi \rangle| \leq \int_{-1}^{1} \left| \frac{f(x)}{(1-x)^{-\alpha}(1+x)^{\alpha}} \right| \left| (1-x)^{-\alpha}(1+x)^{\alpha}\phi(x) \right| \, dx
$$

$$
\leq A \int_{-1}^{1} \left| \frac{f(x)}{(1-x)^{-\alpha}(1+x)^{\alpha}} \right| \, dx < \infty
$$

for some positive constant $A$.

Evidently, $L$ is a continuous linear operator from $H_{\alpha,\beta}$ into itself since

$$
\gamma_{k,c}(L\phi) = \sup_{x \in I} |(1-x)^{-\alpha}(1+x)^{\alpha}L^k(L\phi)| = \gamma_{k+1,c}(\phi).
$$

Thus, it is easy to show that the operator $L^*$ defined on $H^*_{\alpha,\beta}$ by

$$
\langle L^* f, \phi \rangle = \langle f, L\phi \rangle; \quad f \in H^*_{\alpha,\beta}, \quad \phi \in H_{\alpha,\beta}
$$

is a continuous linear operator mapping $H^*_{\alpha,\beta}$ into itself.

Moreover, for any fixed $f \in H^*_{\alpha,\beta}$, there exists a positive constant $C$ and a nonnegative integer $p$ such that for any $\phi \in H_{\alpha,\beta}$

$$
|\langle f, \phi \rangle| \leq C \max_{0 < k < p} \gamma_{k,c}(\phi).
$$

Since $p_{\lambda}(\alpha,\beta)(x) = (1-x)^{\alpha}(1+x)^{\beta}p_{\lambda}(\alpha,\beta)(x)$ is a member of $H_{\alpha,\beta}$ as can be seen from (3.1), (2.13) and (2.14), we can define the continuous Jacobi transform $f_{(\lambda)}(\alpha,\beta)$ of any member $f(x)$ of the space $H^*_{\alpha,\beta}$ by

$$
\langle f_{(\lambda)}(\alpha,\beta)(\lambda), f(x) \rangle = \frac{1}{z^{\alpha+\beta+1}} \int_{-1}^{1} f(x) p_{\lambda}(\alpha,\beta)(x) \, dx.
$$
Formula (3.6) reduces to (2.19) if \( f(x) \) is a locally integrable function on \( I \) such that \( \frac{f(x)(1-x)^\alpha}{(1+x)^C} \in L^1(-1,1) \) for any \( C \) with \( \max(-\beta,0) < C < 1 \).

Some properties of the continuous Jacobi transform will be given in the following proposition. But first we need the following lemma:

**Lemma 3.1**

\[ \frac{d}{d\lambda} [p(\alpha,\beta)_{\lambda}(x)] \in H_{\alpha,\beta}; \quad \Re \lambda > 0. \]

**Proof:** Since \( p_{\lambda}(\alpha,\beta)(x) \) is analytic in \( \lambda \) in the region \( \Re \lambda > 0 \) it suffices to show that

\[ \gamma_{k,c} \left[ \frac{d}{d\lambda} p(\alpha,\beta)_{\lambda}(x) \right] < \infty \quad (3.7) \]

for \( k = 0,1,2, \ldots \).

We show this by using induction on \( k \). First we show that

\[ \gamma_{0,c} \left[ \frac{d}{d\lambda} p(\alpha,\beta)_{\lambda}(x) \right] < \infty \quad (3.8) \]

1) if \(-1 < \beta < 0\), we write

\[ p_{\lambda}(\alpha,\beta)(x) = W(x)G(\lambda)F(-\lambda,\lambda+\alpha+\beta+1;\alpha+1,\frac{1-x}{2}) \]

where \( W(x) = (1-x)^\alpha(1+x)^\beta \), \( G(\lambda) = \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1)\Gamma(\lambda+1)} \),

\[ F(-\lambda,\lambda+\alpha+\beta+1;\alpha+1,\frac{1-x}{2}) = \sum_{n=0}^{\infty} a_n(\lambda,\alpha,\beta)(\frac{1-x}{2})^n \]

and

\[ a_n(\lambda,\alpha,\beta) = \frac{\Gamma(-\lambda+n)\Gamma(\lambda+\alpha+\beta+1+n)\Gamma(\alpha+1)}{\Gamma(-\lambda)\Gamma(\lambda+\alpha+\beta+1)\Gamma(\alpha+1+n)\Gamma(n+1)}. \quad (3.9) \]

Hence

\[ \frac{d}{d\lambda} p_{\lambda}(\alpha,\beta) = W(x) \left\{ G'(\lambda)F(-\lambda,\lambda+\alpha+\beta+1;\alpha+1,\frac{1-x}{2}) + G(\lambda) \sum_{n=0}^{\infty} \frac{d}{d\lambda} a_n(\lambda,\alpha,\beta)(\frac{1-x}{2})^n \right\}. \quad (3.10) \]
Since $F(-\lambda, \lambda+\alpha+\beta+1; \alpha+1, \frac{1-x}{2})$ is defined and bounded on $[-1,1]$, then

$$\gamma_{0, c}(W(x)F(-\lambda, \lambda+\alpha+\beta+1; \alpha+1, \frac{1-x}{2}) < \infty. \quad (3.11)$$

By taking the logarithmic derivative of (3.9) we obtain

$$\sum_{n=0}^{\infty} \frac{d}{d\lambda} a_n(\lambda, \alpha, \beta)(\frac{1-x}{2})^n$$

$$= \sum_{n=0}^{\infty} \left\{ \frac{\Gamma'(\lambda+\alpha+\beta+1+n)}{\Gamma(\lambda+\alpha+\beta+1+n)} - \frac{\Gamma'(\lambda+\alpha+\beta+1)}{\Gamma(\lambda+\alpha+\beta+1)} \right\} a_n(\lambda, \alpha, \beta)(\frac{1-x}{2})^n$$

$$= I_1 + I_2 + \left\{ \frac{\Gamma'(\lambda+\alpha+\beta+1)}{\Gamma(\lambda+\alpha+\beta+1)} \right\} F(-\lambda, \lambda+\alpha+\beta+1; \alpha+1, \frac{1-x}{2}). \quad (3.12)$$

Since $\frac{\Gamma'(\lambda+\alpha+\beta+1+n)}{\Gamma(\lambda+\alpha+\beta+1+n)} = O(\ln(\lambda+\alpha+\beta+1+n))$ and $a_n(\lambda, \alpha, \beta) = O(\frac{1}{n^{1-\beta}})$ as $n \to \infty$,

the series defining $I_1$ is uniformly and absolutely convergent on $[-1,1]$ and hence

$$\gamma_{0, c}(W(x)I_1) < \infty.$$

$I_2$ is treated similarly. The last term on the right-hand side of (3.12) has already been shown to satisfy (3.11). Thus by combining this, (3.10) and (3.11) we obtain that

$$\gamma_{0, c}(\frac{dF(\alpha, \beta)}{d\lambda}) < \infty.$$

ii) if $\beta = 0$, one can show, by using the same argument as in (i), that both

$F(-\lambda, \lambda+\alpha+1; \alpha+1, \frac{1-x}{2})$ and $\frac{d}{d\lambda} F(-\lambda, \lambda+\alpha+1; \alpha+1, \frac{1-x}{2})$ are $O(\ln \frac{1}{1+x})$ as $x \to -1$,

hence they satisfy (3.11) and consequently (3.8) holds.

iii) if $0 < \beta$, we use the following contiguous relation for the hypergeometric function

$$F(a, b; c; z) = (1-z)^{c-a-b} F(c-a, b-a; c; z)$$

to write

$$p_\lambda^{(\alpha, \beta)}(x) = W(x)G(\lambda)(\frac{1-x}{2})^{-\beta} F(\alpha+1, -\lambda-\beta; \alpha+1, \frac{1-x}{2}).$$
The proof is exactly the same as in part (i) since in the series expansion

\[ F(\alpha+\lambda+1, -\lambda-\beta; \alpha+1; \frac{1-x}{2}) = \sum_{n=0}^{\infty} a_n(\lambda, \alpha, \beta) \left( \frac{1-x}{2} \right)^n \]

\[ a_n(\lambda, \alpha, \beta) = O\left( \frac{1}{n^{1+\beta}} \right) \text{ as } n \to \infty. \]

Finally, from (2.6) we have

\[ L^k p(\alpha, \beta)(\lambda)(x) = [\eta(\lambda)]^k p(\alpha, \beta)(\lambda)(x) \]  \hspace{1cm} (3.13)

where

\[ \eta(\lambda) = -\lambda(\lambda+\alpha+\beta+1). \]  \hspace{1cm} (3.14)

Therefore,

\[ L^k \frac{d}{d\lambda} p(\alpha, \beta)(\lambda)(x) = \frac{d}{d\lambda} p(\alpha, \beta)(\lambda)(x) \left[ \frac{d}{d\lambda} [\eta(\lambda)]^k \right]^{(n)} \frac{d}{d\lambda} p(\alpha, \beta)(\lambda)(x) \]

and hence

\[ \gamma_k, c \left( \frac{d}{d\lambda} p(\alpha, \beta)(\lambda)(x) \right) = \frac{d}{d\lambda} [\eta(\lambda)]^k \gamma_0, c \left( p(\alpha, \beta)(\lambda)(x) \right) + \gamma(\lambda)]^k \gamma_0, c \left( \frac{d}{d\lambda} p(\alpha, \beta)(\lambda)(x) \right) < \infty. \]

The last inequality follows from (3.8) and the fact that \( p(\alpha, \beta)(\lambda)(x) \in H_{\alpha, \beta}. \)

Proposition 3.1: Let \( f(x) \in H_{\alpha, \beta}^\infty, F(\alpha, \beta)(\lambda) \) be its continuous Jacobi transform and \( \phi(x) \in D(I). \) Then

i) \( F(\alpha, \beta)(\lambda)(x) = O(\lambda^q) \) for some \( q \geq 0 \) as \( \lambda \to \infty. \)

ii) \( F(\alpha, \beta)(\lambda) \) is analytic in \( \Re \lambda > 0 \) and \( \frac{dF(\alpha, \beta)(\lambda)}{d\lambda} = \frac{1}{2^{\alpha+\beta+1}} \left< f(x), \frac{d}{d\lambda} p(\alpha, \beta)(\lambda)(x) \right>. \)

iii) the continuous Jacobi transform \( \phi(\alpha, \beta)(\lambda) \) of \( \phi(x) \) given by

\[ \phi(\alpha, \beta)(\lambda) = \frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1} \phi(x)(1-x)^\alpha (1+x)^\beta p(\alpha, \beta)(\lambda)(x) \, dx \]

is rapidly decreasing as \( \lambda \to \infty, \) i.e., \( \phi(\alpha, \beta)(\lambda) = O(\lambda^{-p}) \) for any \( p > 0 \) as \( \lambda \to \infty. \)
Proof: i) In view of (3.5), there exists a constant $C$ and a nonnegative integer $p$ such that

$$|F^{(\alpha,\beta)}(\lambda)| \leq \frac{1}{2^{\alpha+\beta+1}} C \max_{0 < k \leq p} \sup_{x \in I} |(1-x)^{-\alpha}(1+x)^{\alpha} L_k^{(\alpha,\beta)}(x)|. \quad (3.15)$$

By combining (3.15) and (2.16) we obtain

$$|F^{(\alpha,\beta)}(\lambda)| \leq B |\eta(\lambda)|^p \sup_{x \in I} |(1-x)^{-\alpha}(1+x)^{\alpha} P^{(\alpha,\beta)}(x)|$$

where $B$ is a positive constant independent of $\lambda$. But since $\eta(\lambda) = O(\lambda^2)$ and $\kappa(\lambda) = O(\lambda^{q'})$ as $\lambda \to \infty$ where $q' = \max(\alpha,\beta)$, it follows that (i) holds for $q = 2p + q'$.

ii) With some easy computations one can show that

$$\frac{F^{(\alpha,\beta)}(\lambda + \Delta \lambda) - F^{(\alpha,\beta)}(\lambda)}{\Delta \lambda} \to \frac{1}{2^{\alpha+\beta+1}} \langle f(x), \frac{d}{d\lambda} P^{(\alpha,\beta)}(x) \rangle$$

$$= \frac{1}{2^{\alpha+\beta+1}} \langle f(x), \psi_{\Delta \lambda}(x,\lambda) \rangle \quad (3.16)$$

where

$$\psi_{\Delta \lambda}(x,\lambda) = \frac{P^{(\alpha,\beta)}_{\lambda + \Delta \lambda}(x) - P^{(\alpha,\beta)}(x)}{\Delta \lambda} - \frac{d}{d\lambda} P^{(\alpha,\beta)}(x).$$

By lemma 3.1, $\frac{d}{d\lambda} P^{(\alpha,\beta)}(x)$ belongs to $H^{\alpha,\beta}$, hence (3.16) makes sense.

The proof will be completed if we can show that

$$\lim_{\Delta \lambda \to 0} \psi_{\Delta \lambda}(x,\lambda) = 0 \quad (3.17)$$

in $H^{\alpha,\beta}$. Again with some easy computations one can show that

$$(1-x)^{-\alpha}(1+x)^{\alpha} L_k^{(\alpha,\beta)}(x,\lambda)$$

$$= (1-x)^{-\alpha}(1+x)^{\alpha} \left\{ \frac{[\eta(\lambda + \Delta \lambda)]^k P_{\lambda + \Delta \lambda}^{(\alpha,\beta)}(x) - [\eta(\lambda)]^k P_{\lambda}^{(\alpha,\beta)}(x)}{\Delta \lambda} - L_k \frac{d}{d\lambda} P_{\lambda}^{(\alpha,\beta)}(x) \right\}$$
But since $\left[\eta(\lambda)\right]^{k} p_{\lambda}^{(\alpha, \beta)}(x)$ is analytic in $\lambda$ it can be expressed as a Cauchy integral and thus we can write (3.18) in the form

$$(1-x)^{-\alpha}(1+x)^{C} \int_{\Gamma} \frac{\left[\eta(s)\right]^{k} p_{s}^{(\alpha, \beta)}(x)}{\Delta \lambda} \left(\frac{1}{s-(\lambda+\Delta \lambda)} - \frac{1}{s-\lambda} - \frac{\Delta \lambda}{(s-\lambda)^{2}}\right) ds$$

where $\Gamma$ is a closed contour encircling the points $\lambda, \lambda+\Delta \lambda$ and lying entirely inside the region $\text{Re} \lambda > 0$. Let $c_{K}^{a, b} = \sup_{x \in I} \frac{1}{2\pi i} \int_{\Gamma} (1-x)^{-\alpha}(1+x)^{C} \left[\eta(s)\right]^{k} p_{s}^{(\alpha, \beta)}(x) |ds|$, then, from (3.19) we obtain

$$|(1-x)^{-\alpha}(1+x)^{C} \int_{\Gamma} \left[\eta(s)\right]^{k} p_{s}^{(\alpha, \beta)}(x) ds| \leq c_{K}^{a, b} A(\Delta \lambda)$$

(3.20)

where $A = \frac{B}{d_{3}}, \ell$ is the length of $\Gamma$ and $d = \min(d_{1}, d_{2}), d_{1} = \text{distance}(\lambda, \Gamma)$ and $d_{2} = \text{distance}(\lambda+\Delta \lambda, \Gamma)$. But the right-hand side of (3.20) approaches zero as $\Delta \lambda \rightarrow \gamma$ and this proves (3.17).

iii) From (3.13) we have

$$\phi^{(\alpha, \beta)}(\lambda) = \frac{1}{2^{a+b+1}} \int_{-1}^{1} \phi(x) p_{\lambda}^{(\alpha, \beta)}(x) dx$$

$$= \frac{1}{2^{a+b+1}} \frac{1}{[\eta(\lambda)]^{k}} \int_{-1}^{1} \phi(x)[\eta(\lambda)]^{k} p_{\lambda}^{(\alpha, \beta)}(x) dx$$

$$= \frac{1}{2^{a+b+1}} \frac{1}{[\eta(\lambda)]^{k}} \int_{-1}^{1} p_{\lambda}^{(\alpha, \beta)}(x)(L^{*})^{k} \phi(x) dx$$

for any nonnegative integer $k$. Thus,
for some suitable constant $c$ by (2.15). But since $\eta(\lambda) = O(\lambda^2)$ as $\lambda \to \infty$, it follows that $\phi^{(\alpha,\beta)}(\lambda) = O(\lambda^{-2k})$ as $\lambda \to \infty$ for any nonnegative integer $k$.

Q.E.D.

Lemma 3.2: Let $f(x) \in H_{\alpha,\beta}^*$, $F^{(\alpha,\beta)}(\lambda)$ be its continuous Jacobi transform and $\phi(x) \in \mathcal{D}(I)$. Let

$$\tilde{\phi}^{(\beta,\alpha)}(\lambda) = \int_{-1}^{1} \phi(x) p_{\lambda}(\beta,\alpha)(-x) \, dx.$$  

Then

i) $\tilde{\phi}^{(\beta,\alpha)}(\lambda)$ is rapidly decreasing as $\lambda \to \infty$.

ii) for any fixed real number $r$ with $0 < r < \infty$

$$\int_{0}^{r} \tilde{\phi}^{(\beta,\alpha)}(\lambda-r) \ll f(y), H_{0}(\lambda) \lambda \sin \pi \lambda \, d\lambda$$

$$= \ll f(y), \int_{0}^{r} p_{\lambda}^{(\alpha,\beta)}(y) \tilde{\phi}^{(\beta,\alpha)}(\lambda-r) \, H_{0}(\lambda) \lambda \sin \pi \lambda \, d\lambda$$  

(3.22)

where $H_{0}(\lambda)$ is given by (2.21).

Proof: i) From (2.3) it is obvious that $p_{\lambda}^{(\beta,\alpha)}(-x)$ satisfies the differential equation

$$(1-x^2)y'' - [(\alpha+1)+2x]y' - \lambda(\lambda+\alpha+\beta+1)y$$

which by (2.7) can be written as

$L^* p_{\lambda}^{(\beta,\alpha)}(-x) = -\lambda(\lambda+\alpha+\beta+1) p_{\lambda}^{(\beta,\alpha)}(-x) = \eta(\lambda) p_{\lambda}^{(\beta,\alpha)}(-x).$  

(3.23)

Thus, for any $k \geq 0$
\[ \Phi^{(\beta,\alpha)}(\lambda) = \frac{1}{[\eta(\lambda)]^k} \int_{-1}^{1} \phi(x) [\eta(\lambda)]^k \phi(x) \, dx \]

\[ = \frac{1}{[\eta(\lambda)]^k} \int_{-1}^{1} \phi(x) \lambda^k \phi(x) \, dx = \frac{1}{[\eta(\lambda)]^k} \int_{-1}^{1} \phi(x) \, dx \]

and from (2.15) we conclude that \( \Phi^{(\beta,\alpha)}(\lambda) = O\left(\frac{1}{\lambda^{2k}}\right) \) as \( \lambda \to \infty \) for any \( k > 0 \).

ii) Let

\[ J_r(y) = \int_0^r p(\alpha, \beta)(y) \Phi^{(\beta,\alpha)}(\lambda) H_0(\lambda) \sin \pi \lambda \, d\lambda. \]  

(3.24)

Evidently, \( J_r(y) \in H_{\alpha, \beta} \) for

\[ \gamma_{k, c}(J_r(y)) = \sup_{y \in I} |(1-y)^{-\alpha}(1+y)^c| \int_0^r [\eta(\lambda-1)]^k \phi(\beta,\alpha)(\lambda-1) H_0(\lambda) \sin \pi \lambda \, d\lambda | \leq \int_0^r \gamma_{0, c}( \phi(\beta,\alpha)(\lambda-1) )^k \phi(\beta,\alpha)(\lambda-1) H_0(\lambda) \sin \pi \lambda \, d\lambda < \infty. \]  

(3.25)

In fact, \( J_r(y) \) is also in \( H_{\alpha, \beta} \) as can be seen from (3.25) and the first part of this lemma since \( H_0(\lambda) = O\left(\frac{1}{\lambda^{1+\beta}}\right) \) as \( \lambda \to \infty \). Construct the following Reimann sum for the integral \( J_r(y) \)

\[ R_m[J_r(y)] = \frac{r}{m} \sum_{k=1}^{m} p(\alpha, \beta)(y) \Phi^{(\beta,\alpha)}(\lambda) H_0(\lambda) \sin \pi \lambda. \]

As a function of \( y \), each term in this sum belongs to \( H_{\alpha, \beta} \), hence

\[ \left< f(y), R_m[J_r(y)] \right> \]  

is defined and in addition to that we have

\[ \left< f(y), R_m[J_r(y)] \right> = \frac{r}{m} \sum_{k=1}^{m} \left< f(y), p(\alpha, \beta) \right> h_k(r, m) \]  

(3.26)

where

\[ h_k(r, m) = \frac{r}{m} \sum_{k=1}^{m} \Phi^{(\beta,\alpha)}(\frac{kr}{m}) H_0(\frac{kr}{m}) \sin \pi \frac{kr}{m}. \]

Upon observing that the sum in (3.26) converges to the left hand side of (3.22) as \( m \to \infty \), our lemma will be proved if we can show that \( R_m[J_r(y)] \to J_r(y) \) in \( H_{\alpha, \beta} \) as \( m \to \infty \). Let
Then

\[ h(\lambda) = \hat{\phi}(\beta, \alpha) (\lambda - \frac{1}{2}) H_0(\lambda) \lambda \sin(\pi \lambda). \]

But since \((1-y)^{-\alpha}(1+y)^{\alpha} P_{\lambda}^{(\alpha, \beta)}(y) h(\lambda)\) is a uniformly continuous function of \((y, \lambda)\) in the region \(y \in [-1,1]\) and \(\lambda \in [0, \pi]\), it follows that for any \(\varepsilon > 0\), there exists \(m_0\) large enough so that

\[ \gamma_{p,c}(J_r(y) - R_m[J_r(y)]) < \sum_{k=1}^{m} \varepsilon \left(\frac{r}{m}\right) < \varepsilon r \]

for any \(m > m_0\) and this proves our assertion.

4. Characterization of the continuous Jacobi transform:

The main result of this section is theorem 4.1 which gives a characterization of the continuous Jacobi transforms of members of the space \(H_{\alpha, \beta}^*; \alpha + \beta = 0\), \(-1 < \alpha, \beta < 1\).

Theorem 4.1. A necessary and sufficient condition for a function \(F(\lambda)\) to be the continuous Jacobi transform of some generalized function in the space \(H_{\alpha, \beta}^*\) according to definition (3.6) is that \(F(\lambda)\) is analytic in the half-plane \(\text{Re} \lambda > 0\) and bounded according to
where $Q(|\lambda|)$ is a polynomial in $|\lambda|$.

Proof: Necessity: Was proved in proposition 3.1. Sufficiency: Let $q = \deg Q$ and choose two positive integers $m$ and $n$ such that $2m-n > q$ with $n$ greater than the max $\left\{ \frac{3}{2}, 2 - \min(\alpha, \beta) \right\}$.

Since

$$|\sqrt{\lambda} \left[ \eta(\lambda - \frac{1}{2}) + 1 \right]^{-m} F(\lambda - \frac{1}{2})| \leq C \lambda^{-2m+q+\frac{1}{2}} = C \lambda^{\frac{1}{2} - n}$$

for some positive constant $C$ and sufficiently large $\lambda$, it follows that

$$\int_{b}^{\infty} \frac{\sqrt{\lambda} F(\lambda - \frac{1}{2})}{[\eta(\lambda - \frac{1}{2})+1]^{m}} \, d\lambda < \infty \text{ for any } b > 0,$$

and since the integrand is continuous and bounded on $[0, b]$, $\frac{\sqrt{\lambda} F(\lambda - \frac{1}{2})}{[\eta(\lambda - \frac{1}{2})+1]^{m}} \in L^1(0, \infty)$.

Therefore, by (2.19) and (2.20)

$$\frac{F(\lambda - \frac{1}{2})}{[\eta(\lambda - \frac{1}{2})+1]^{m}} = \frac{1}{2} \int_{-1}^{1} g(x) \left[ p(\alpha, \beta) \right] \left[ \lambda - \frac{1}{2} \right] \lambda \sin \pi \lambda \, d\lambda$$

where

$$g(x) = 4 \int_{0}^{\infty} [\eta(\lambda - \frac{1}{2})+1]^{-m} F(\lambda - \frac{1}{2}) \left[ p(\beta, \alpha) \right] (-x) H_0(\lambda) \lambda \sin \pi \lambda \, d\lambda.$$

Hence,

$$\sup_{x \in I} |(1-x)^{\alpha} g(x)| \leq 4 \int_{0}^{\infty} [\eta(\lambda - \frac{1}{2})+1]^{-m} F(\lambda - \frac{1}{2}) \kappa(\lambda) H_0(\lambda) \lambda \, d\lambda \quad (4.1)$$

where

$$\kappa(\lambda) = \sup_{x \in I} |(1-x)^{\alpha} p(\beta, \alpha) \left( \frac{\lambda}{\lambda - \frac{1}{2}} \right) (-x)|.$$

But since

$$[\eta(\lambda - \frac{1}{2})+1]^{-m} F(\lambda - \frac{1}{2}) \kappa(\lambda) H_0(\lambda) \lambda \leq C \lambda^{-2m+q} \max(\alpha, \beta) \lambda^{-\alpha - \beta + 1} \leq C \lambda^{-n-\min(\alpha, \beta) + 1}$$

for some suitable constant $C$, it follows from our choice of $n$ that the integral
in (4.1) is finite and hence \( \sup_{x \in \mathbb{I}} |(1-x)\alpha g(x)| < \infty \). Therefore, \( \frac{(1-x)^\alpha g(x)}{(1+x)^{c}} \in L^1(-1,1) \) for any \( 0 < c < 1 \) which implies that \( g(x) \in H_{\alpha,\beta}^1 \) by (3.2).

Now set

\[
f(x) = (L^* + 1)^m g(x)
\]

which is also in \( H_{\alpha,\beta}^* \) since \( L^* \) is a continuous linear operator on \( H_{\alpha,\beta}^* \); see (3.3) and (3.4).

Finally

\[
\frac{1}{2} \langle f(x), p^{(\alpha,\beta)}_{\lambda-\frac{1}{2}}(x) \rangle = \frac{1}{2} \langle (L^* + 1)^m g(x), p^{(\alpha,\beta)}_{\lambda-\frac{1}{2}}(x) \rangle
\]

\[
= \frac{1}{2} \langle g(x), (L+1)^m p^{(\alpha,\beta)}_{\lambda-\frac{1}{2}}(x) \rangle = \frac{1}{2} [\eta(\lambda-\frac{1}{2})+1]^m \langle g(x), p^{(\alpha,\beta)}_{\lambda-\frac{1}{2}}(x) \rangle
\]

\[
= [\eta(\lambda-\frac{1}{2})+1]^m [\eta(\lambda-\frac{1}{2})+1]^{-m} F(\lambda-\frac{1}{2}) = F(\lambda-\frac{1}{2}).
\]

Q.E.D.

5. Inversion of the Jacobi transform:

The bulk of this section is devoted to deriving an inversion formula for the Jacobi transforms of generalized functions. This inversion formula, of course, generalizes the classical one given in [5].

Since the inversion formula for the continuous Jacobi transform given by (2.19) and (2.20) are only valid for \( \alpha + \beta = 0 \), from now on we shall always assume that this is indeed the case.

Lemma 5.1. Let \( \phi(y) \in \mathcal{D}(\mathbb{I}) \) and \( \tilde{\phi}^{(\beta,\alpha)}(\lambda) \) be given as in (3.21). Then

\[
2 \int_0^{\infty} p^{(\alpha,\beta)}_{\lambda-\frac{1}{2}}(y) \tilde{\phi}^{(\beta,\alpha)}(\lambda-\frac{1}{2}) H_{\alpha}(\lambda) \lambda \sin \pi \lambda \, d\lambda + \phi(y)
\]

in \( H_{\alpha,\beta} \) as \( r \to \infty \).
\[
\phi_r(y) = 2 \int_0^r \left( p_{\lambda, \lambda}^{(\alpha, \beta)}(y) \right) \tilde{\phi}(\beta, \alpha)(\lambda) \frac{e^{\lambda}}{\lambda} \sin \lambda \, d\lambda.
\]

(5.2)

Clearly, \( \lim_{r \to \infty} \phi_r(y) \) exists in view of lemma 3.2 part (i).

Let \( \psi(x) \) be its n th Jacobi coefficient as given by (2.17). Hence,

\[
\psi(x) = \sum_{n=0}^{\infty} \frac{1}{h_n} \psi^{(\alpha, \beta)}(n) \frac{p_{\lambda, \lambda}^{(\alpha, \beta)}(x)}{h_n}
\]

(5.3)

where the series converges absolutely and uniformly on \( I \) since \( \psi \in D(I) \).

By combining (3.21) and (5.3), we obtain

\[
\phi^{(\beta, \alpha)}(\lambda) = \int_{-1}^{1} (1-x)^{\alpha}(1+x)^{\beta} \psi(x) \frac{p_{\lambda, \lambda}^{(\beta, \alpha)}(-x)}{h_n} \, dx
\]

which, in virtue of (2.8) and (2.11), yields

\[
\phi^{(\beta, \alpha)}(\lambda) = 2 \sum_{n=0}^{\infty} \frac{(-1)^n}{h_n} \psi^{(\alpha, \beta)}(n) \frac{p_{\lambda, \lambda}^{(\beta, \alpha)}(x)}{h_n}
\]

(5.4)

where the series converges absolutely and uniformly in \( \lambda \) on any compact subset of \( [0, \infty) \) since \( \psi^{(\alpha, \beta)}(n) \) is a rapidly decreasing sequence.

By substituting (5.4) into (5.2) and interchanging the integration and the summation, one obtains

\[
\phi_r(y) = 4 \sum_{n=0}^{\infty} \frac{(-1)^n}{h_n} \psi^{(\alpha, \beta)}(n) \int_0^r \frac{p_{\lambda, \lambda}^{(\alpha, \beta)}(y)}{h_n} \frac{p_{\lambda, \lambda}^{(\beta, \alpha)}(n)}{h_n} \frac{e^{\lambda}}{\lambda} \sin \lambda \, d\lambda
\]

(5.5)

1) If \(-1 < \beta < \lambda < \alpha < 1\), we use (2.12) to obtain

\[
p_{\lambda, \lambda}^{(\alpha, \beta)}(y) = \sum_{n=0}^{\infty} \frac{1}{h_n} \frac{p_{\lambda, \lambda}^{(\alpha, \beta)}(n)}{h_n} \frac{p_{\lambda, \lambda}^{(\beta, \alpha)}(y)}{h_n}
\]

(5.6)

where \( h_n \) and \( \tilde{p}_{\lambda, \lambda}^{(\alpha, \beta)}(n) \) are given by (2.10) and (2.11) respectively. The series in (5.6) converges absolutely and uniformly on any compact subset of \( I \) because of (2.15) and the fact that \( h_n = 0(\frac{1}{n}) \) and \( \tilde{p}_{\lambda, \lambda}^{(\alpha, \beta)}(n) = 0(\frac{1}{n^{2-\beta}}) \) as \( n \to \infty \).

By substituting (5.6) into (5.5) and interchanging the integration and the
summation, we obtain
\[
\phi_r(y) = 4 \sum_{n,m=0}^{\infty} \frac{(-1)^n}{\lambda^2} \psi_0^{(\alpha,\beta)}(n) \tilde{p}_m^{(\alpha,\beta)}(y) I_r(m,n)
\]
where
\[
I_r(m,n) = \int_0^r \tilde{p}_m^{(\alpha,\beta)}(m) \tilde{p}_n^{(\alpha,\beta)}(n) H_0(\lambda) \sin \lambda d\lambda.
\]
But since
\[
\lim_{r \to \infty} I_r(m,n) = \frac{(-1)^n}{4} h_n \delta_{n,m} \quad (c.f. [3]) \quad (5.7)
\]
we deduce from (5.7) and (5.3) that
\[
\lim_{r \to \infty} \phi_r(y) = \sum_{n=0}^{\infty} \frac{1}{h_n^{\alpha}} \psi_0^{(\alpha,\beta)}(n) \tilde{p}_n^{(\alpha,\beta)}(y) = (1-y)^{\alpha}(1+y)^{\beta} \sum_{n=0}^{\infty} \frac{1}{h_n^{\alpha}} \psi_0^{(\alpha,\beta)}(n) \tilde{p}_n^{(\alpha,\beta)}(y)
\]
\[
= \phi(y) \quad (5.8)
\]

ii) If \(-1 < \alpha < \frac{1}{2} \) ( \(-\frac{1}{2} < \beta < 1\) ), we can, with some easy calculations,

use (2.19) and (2.20) with \( f(x) = p_0^{(\alpha,\beta)}(x) \) to reduce (5.5) to (5.8).

Interchanging the summation and the limit is possible since the series converge uniformly on any compact subset of (-1,1).

To show that \( \phi_r(x) \to \phi(x) \) in \( H_{\alpha,\beta} \) as \( r \to \infty \) we need to show that

\( \gamma_{k,c}(\phi_r - \phi) \to 0 \) as \( r \to \infty \) for every nonnegative integer \( k \) and \( 1 > c > \max(-\beta,0) \).

First, taking a note of (3.23) we make the following observation.

\[
(L_y p_0^{(\alpha,\beta)}(y)) p_0^{(\alpha,\beta)}(x) = \eta(\lambda) p_0^{(\alpha,\beta)}(y) p_0^{(\alpha,\beta)}(x)
\]
\[
= p_0^{(\alpha,\beta)}(y) (\eta(\lambda) p_0^{(\alpha,\beta)}(x)) = p_0^{(\alpha,\beta)}(y) (L_x^* p_0^{(\alpha,\beta)}(x)).
\]

From this, it easily follows that

\[
L_y K_r(y,x) = L_x^* K_r(y,x).
\]

Therefore, for any positive integer \( k \) we have
\[ L^k_y \phi_r(y) = 2 \int_{-1}^{1} \phi(x) L^k_y K_r(y,x) dx = 2 \int_{-1}^{1} \phi(x) L^k_x K_r(y,x) dx = 2 \int_{-1}^{1} (L^k_x \phi(x)) K_r(y,x) dx. \]

But since \( L^k \phi \in \mathcal{D}(I) \), we can apply (5.1) to it and conclude that

\[ \lim_{r \to \infty} L^k_y \phi_r(y) = L^k_y \phi(y) \]

and consequently

\[ \gamma_k(\phi_r - \phi) \to 0 \text{ as } r \to \infty. \]

Q.E.D.

Now we are able to prove our main result.

**Theorem 5.1.** Let \( f(x) \in \mathcal{H}_{\alpha,\beta}^* \) and \( F(\alpha,\beta)(\lambda) \) be its continuous Jacobi transform. Then in the sense of convergence in \( \mathcal{D}(I) \)

\[ f(x) = \lim_{n \to \infty} f_n(x) = 4 \int_0^\infty F(\alpha,\beta)(\lambda-\frac{1}{2}) \rho(\lambda-\frac{1}{2}) \phi(\lambda-\frac{1}{2}) H_0(\lambda) \lambda \sin \pi \lambda d\lambda. \]

**Proof:** Let \( \phi(x) \in \mathcal{D}(I) \) and

\[ f_n(x) = 4 \int_0^\infty F(\alpha,\beta)(\lambda-\frac{1}{2}) \rho(\lambda-\frac{1}{2}) \phi(\lambda-\frac{1}{2}) H_0(\lambda) \lambda \sin \pi \lambda d\lambda. \]  \( (5.9) \)

We need to show that \( \langle f_n, \phi \rangle \to \langle f, \phi \rangle \) as \( n \to \infty \).

By changing the order of integration and using lemma 3.2 we obtain

\[ \langle f_n, \phi \rangle = 4 \int_0^\infty F(\alpha,\beta)(\lambda-\frac{1}{2}) \phi(\lambda-\frac{1}{2}) H_0(\lambda) \lambda \sin \pi \lambda d\lambda = 2 \int_0^\infty \langle f(u), \rho(\lambda-\frac{1}{2}) \phi(\lambda-\frac{1}{2}) H_0(\lambda) \lambda \sin \pi \lambda d\lambda, \phi \rangle \]

\[ = \langle f(u), 2 \int_0^\infty \rho(\lambda-\frac{1}{2}) \phi(\lambda-\frac{1}{2}) H_0(\lambda) \lambda \sin \pi \lambda d\lambda \rangle \]

\( (5.10) \)
where \( \gamma(i, \omega)(\nu) \) is given by (3.21). Interchanging the order of the integration is permitted since \( \phi(x) \) has a compact support in \( I \) and the integrand is a continuous function on a closed bounded domain. Taking the limit of both sides of (5.10) as \( n \to \infty \) yields

\[
\lim_{n \to \infty} \langle f_n, \phi \rangle = \langle f, \phi \rangle
\]

by lemma 5.1.

Q.E.D.

An immediate consequence of theorem 5.1 is the following weak version of a uniqueness theorem:

**Corollary 5.1.** Let \( f(x), g(x) \in H^*_\alpha, \beta \) and let \( F(\alpha, \beta)(\lambda) \) and \( G(\alpha, \beta)(\lambda) \) be their continuous Jacobi transforms respectively. If \( F(\alpha, \beta)(\lambda) = G(\alpha, \beta)(\lambda) \) in \( \text{Re} \ \lambda > 0 \), then in the sense of equality in \( \mathcal{D}^*(I) \), \( f = g \).

**Corollary 5.2.** Let \( f(x) \) be a regular member of \( H^*_\alpha, \beta \) such that

\[
f(x) = 4 \int_0^\infty F(\alpha, \beta)(\lambda - \frac{1}{2}) p(\alpha, \beta)(\frac{\beta + \alpha}{\beta - \frac{1}{2}})(-x) H_0(\lambda) \frac{\sin \pi \lambda}{\lambda} d\lambda
\]

for almost all \( x \in (-1, 1) \).
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