Mathematical Modelling of Angiogenesis in Wound Healing: Comparison of Theory and Experiment
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In this paper we present a simple mathematical model for angiogenesis in wound healing and then compare the results of theoretical predictions from computer simulations with actual experimental data. Numerical simulations of the model equations exhibit many of the characteristic features of wound healing in soft tissue. For example, the steady propagation of the wound healing unit through the wound space, the development of a dense band of capillaries near the leading edge of the unit, and the elevated vessel density associated with newly healed wounds, prior to vascular remodelling, are all discernible from the simulations. The qualitative accuracy of the initial model is assessed by comparing the numerical results with independent clinical measurements that show how the surface area of a range of wounds changes over time. The model is subsequently modified to include the effect of vascular remodelling and its impact on the spatio-temporal structure of the vascular network investigated. Predictions are made concerning the effect that changes in physical parameters have on the healing process and also regarding the manner in which remodelling is initiated.
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1 INTRODUCTION

Angiogenesis (syn neovascularisation) the formation of new blood vessels, is fundamental for embryonic development and post-embryonic growth, but is rare in adult mammals, except for well-defined cases in the female reproductive tract (Graham & Lala, 1992) and in tissue-repair processes. Excessive, 'inappropriate' angiogenesis is crucial for tumorigenesis (Folkman, 1976; Folkman & Brem, 1992; Muthukkaruppan et al., 1982), but is also seen in diabetic retinopathy (Miller et al., 1997; Paques et al., 1997), the rheumatoid pannus (Hamilton, 1983; Myers & Broom, 1982), atheromatous plaque formation (Paget et al., 1997; Wilcken & Wileken, 1997) and following myocardial infarction (Li et al., 1996; Shinohara et al., 1996). The fundamental rôle of angiogenesis in embryonic development, tissue repair responses and tumorigenesis reinforces the well-described similarities between these processes.

Angiogenesis has a central rôle in tissue repair following cutaneous wounding or skeletal fracture. Blood vessels represent up to 60% of granulation tissue mass and are required to maintain adequate
oxygen and glucose levels for the local metabolic demands of healing tissue (Arnold & West, 1991; Clark, 1988). The extent and rate of angiogenesis may limit repair processes, indicating a potential regulatory role for vessel formation. It has been proposed that the major initiator of neovascularisation in repair responses is the relatively hypoxic environment at the centre of wounds, resulting in the generation of an oxygen gradient between this and the relatively well oxygenated edges of such wounds (Knighton et al., 1981). The accumulation of lactic acid and biogenic amines at the wound site and the concentration gradients of these moieties across wounds have also been implicated in the initiation of angiogenesis. These factors may cause injury to mesenchymal cells in the wound, facilitating the release of cytokines and/or growth factors that regulate neovascularisation. An alternative hypothesis proposes that diminished oxygen tension activates cells of the monocyte/macrophage lineage, resulting in the creation of similar cytokines and/or growth factor gradients (Bennet & Schultz, 1993; Davidson & Broadley, 1991; Knighton et al., 1983; Knighton & Fiegel, 1989; Polverini et al., 1977).

The morphological events that are involved in new blood-vessel formation have been defined by studies of in vivo systems such as the chick chorioallantoic membrane and corneal models (Cliff, 1963; Cliff, 1965; Gimbrone et al., 1974) and in vitro examination of endothelial cell migration and proliferation (Sholley et al., 1977; Stokes et al., 1990; Terranova et al., 1985; Ungari et al., 1985). Essentially, new capillaries arise from the sprouting of small venules. Local degradation of parent venular basement-membrane is preceded by endothelial cell phenotype changes. Endothelial cells migrate through the disrupted venular basement membrane towards an angiogenic stimulus and then elongate and align with one another to form a solid sprout. The lumen of the new vessel is formed by the curving of each endothelial cell. Lengthening of the capillary sprouts is facilitated by continued proliferation of endothelial cells in the parent venule. The coalescing of two hollow sprouts results in capillary loop formation and blood flow through the new loop is initiated. New sprouts then develop from the apex of the new loops, propagating angiogenesis (Cliff, 1963; Cliff, 1965; Paweletz & Knierim, 1989; Schoeffl, 1963; Sholley et al., 1984; Warren, 1966). However, as healing progresses neovascularisation is reduced, and mature cutaneous scars are relatively avascular.

The regulation of angiogenesis in tissue repair is complex, involving cytokines and/or growth factors, extracellular matrix components and physiological modulators such as pH and oxygen tension (Niimikoski et al., 1971). Recently, a multiplicity of angiogenic promoters have been characterised: bFGF; VEGF/VPF; PDECGF; Angiogenin; Angiotropin; EGF; TGF/β3; and TNFα — these have been reviewed extensively (Davidson, 1995; Phillips et al., 1997; Shah et al., 1995). Fibronectin and heparin have also been shown to potentiate endothelial cell migration and the migration of aortic endothelial cells is dependent upon their synthesizing collagens I, II and III. Fibronectin has been shown to potentiate endothelial cell migration in wounds in vivo and it may be that fibronectin has some rôle in contact guidance of endothelial cell migration in the formation of new capillary beds. The identification of angiogenesis inhibitors active in reducing and remodelling capillary beds during healing has been more difficult, although it may be postulated that increased oxygen tension, resulting from enhanced blood flow in the new capillary networks, and a relative reduction in the metabolic activity of the healing wound are involved in these processes. Several proteins (including thrombospondin, angiotatin and the TGF/β3) have been shown to inhibit angiogenesis (Canfield and Schor, 1995; Claesson-Welsh et al., 1998; O’Kane and Ferguson, 1998).

The above description of angiogenesis highlights the complexity of just one aspect of wound healing. In recent years a number of authors have developed mathematical models describing various aspects of wound healing and others models of angiogenesis. For example, Sherratt and coworkers have developed models that focus on the migration of fibroblasts and the formation of new tissue during the
early stages of wound healing (Dale et al., 1994, 1996, 1997; Olsen et al., 1995, 1996, 1997a,b, 1998). More recently, Sherratt and Dallon (1998) have studied the latter stages of wound healing, developing mathematical models that described the reorientation of collagen fibres that occurs during remodelling of scar tissue (Dallon and Sherratt, 1998). Recent work by Anderson and Chaplain (1998) examines tumour-induced angiogenesis and focuses on the migration of individual endothelial cells at capillary tips.

In this paper we describe a mathematical model for the angiogenesis phase of soft-tissue healing. The key physical variables defined in the model are the capillary-tip density, the positive modulators of angiogenesis and the blood-vessel density. As
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**FIGURE 1** Experimental data showing how the surface area $A(t)$ of a wound changes over time when normal healing occurs and also under pathology: (a) normal wound healing; (b) chronic wound healing. See text for details of how the data were collected.
such, the model is similar in form to existing models of angiogenesis developed in (Chaplain and Byrne, 1996; Pettet et al., 1996a,b) and exhibits many of the characteristic features of angiogenesis. For example, we observe steady propagation of a healing unit through the wound space, together with the development of a dense band of capillaries near the leading edge of the wound healing unit (the brush-border effect). The elevated vessel density associated with newly healed wounds, prior to vascular remodelling, is also observed. However, unlike many previous papers, we then attempt to compare

![Graph](image)

**FIGURE 2** Averaged experimental data showing how the surface area $A(t)$ of a wound changes over time when normal healing occurs and also under pathology: (a) normal wound healing; (b) chronic wound healing.
our results with actual clinical data. An indication of the qualitative accuracy of our mathematical model is provided by comparing the results of our numerical simulations with independent clinical data collected from outpatients attending the Wound Healing Unit at the University of Wales College of Medicine. The healing process was monitored by measuring the surface area of several patients’ wounds at regular intervals. As we show, there is good agreement between the theoretical predictions of our model (obtained from numerical simulations) and the clinical results.

We then perform other theoretical experiments by varying certain parameters of the model and examining the effect these changes have on the solutions. The main value to clinicians of these theoretical simulations is the insight that they provide into how changes in the physical parameters affect the healing process and therefore what alternative treatment patients could receive to speed up the healing of their wounds. The simulations may also stimulate the design of in vivo experiments which could be carried out to validate the assumptions and predictions of the mathematical model.

The paper is organised as follows. In Section 2 we present the clinical data collected at the Wound Healing Unit. In Section 3 we develop a mathematical model of angiogenesis whilst in Section 4 numerical simulations obtained from the model are presented. On the basis of these simulations further model modifications are discussed before the numerical simulations are compared with the experimental data. The paper concludes in Section 5 with a summary and discussion of the key results.

2 THE EXPERIMENTAL RESULTS

As part of an ongoing programme of research, wounds from 9 out-patients being treated at the Wound Healing Research Unit (University of Wales College of Medicine) were monitored over a period of 10 weeks. During weekly surgeries the dimensions of the wounds were measured and their surface areas calculated. At the end of the 10 week period, the subjects were divided into 2 groups according to whether the wounds had healed normally \((n = 4)\) or not \((n = 5)\). The criterion used to determine whether a wound had healed was that there had been a 95% reduction in the surface area during the study. In Figure 1 we present examples from specific patients (one from each group) to show how wound closure varies between patients with normal healing and those suffering from chronic or impaired healing.

To facilitate comparison between the normal and chronic wounds, the data from each wound was rescaled so that the initial surface area was 1.0. The rescaled data from each group was then averaged at each time point and the results are summarised in Tables I and II and graphically in Figure 2. In Tables I and II we present the average area of each wound at each time point (one week intervals) as well as an indication of the largest and smallest wound area in the data set and the number of

<table>
<thead>
<tr>
<th>Week</th>
<th>(A_{\text{ave}})</th>
<th>(A_{\text{max}})</th>
<th>(A_{\text{min}})</th>
<th>(N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>0.73</td>
<td>1.05</td>
<td>0.51</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>0.36</td>
<td>0.54</td>
<td>0.19</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>0.21</td>
<td>0.40</td>
<td>0.01</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0.26</td>
<td>0.47</td>
<td>0.00</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0.14</td>
<td>0.21</td>
<td>0.02</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0.09</td>
<td>0.17</td>
<td>0.01</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Week</th>
<th>(A_{\text{ave}})</th>
<th>(A_{\text{max}})</th>
<th>(A_{\text{min}})</th>
<th>(N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>0.95</td>
<td>1.05</td>
<td>0.71</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>0.99</td>
<td>1.54</td>
<td>0.66</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>0.65</td>
<td>0.88</td>
<td>0.48</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>0.71</td>
<td>1.10</td>
<td>0.31</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>0.53</td>
<td>0.88</td>
<td>0.27</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>0.43</td>
<td>0.85</td>
<td>0.15</td>
<td>5</td>
</tr>
</tbody>
</table>
measurements used in calculating the averages \( N \).

From the data we note that the rate of closure in the normal wounds is initially rapid and slows down as the wound closes. Also, the surface area decreases monotonically over time. By contrast, the chronic wounds are characterised by an initial increase in the wound surface area, followed by closure of the wound at a considerably slower rate than for the normal wounds. We note also that, perhaps because our study is not large, there is considerable variation in the way in which both normal and chronic wounds heal.

3 THE MATHEMATICAL MODEL

We now present our mathematical model of wound healing angiogenesis. Attention focusses on three physical variables: the capillary tip density \( n \), the concentration of positive modulators of angiogenesis i.e. angiogenic factors (AF) \( a \), and the blood vessel density \( b \). We remark that no distinction is made between primary and secondary vessels, or between the large number of AFs known to be present in the wound space, these assumptions being made to minimise the complexity of the model. Further, we neglect the effect of inhibitors of angiogenesis that may be present in the wound space. By focussing on epidermal wounds whose initial width \( O \) (cm) is considerably larger than the thickness of the epidermis \( O(10^{-2}) \) cm, it is possible to regard wound healing as a two-dimensional process which occurs essentially in the same plane as the skin itself (that is, in a plane perpendicular to the depth of the epidermis). If we assume further that the wound remains approximately radially symmetric as it closes then it is possible to restrict attention to just one spatial dimension, that of the wound radius \( r \). Thus our three dependent variables, \( n, a, b \), are functions of time \( t \) and the spatial variable \( 0 < r < R \), with the \( r \)-direction parallel to the direction of tip growth, and such that the wound centre is located at \( r = 0 \) and the initial wound margin lies at \( 0 < r = R_0 \).

The precise equations are presented below with a description of each term in the model in words above. The equations are similar in form to existing models of angiogenesis upon which the present study is based (Byrne and Chaplain, 1995; Chaplain and Byrne, 1996; Pettet et al., 1996a,b). We now explain the various terms in each of the equations.

Capillary Tip Density Equation

The dominant factors affecting the capillary tip density \( n \) are assumed to be tip migration, proliferation, anastomosis and natural decay. Based on Sherratt and Murray's findings (1990) that the random motility coefficient for epithelial cells may be three orders of magnitude smaller than the diffusion coefficient for chemicals, we include a small contribution to tip migration due to random motility, and assume that the AF provides the dominant mechanism for tip migration, directing tip motion up spatial gradients of \( a \), into the wound space. Such motion is termed chemotaxis. Tip proliferation arises from secondary branching, with tips emanating from pre-existing blood vessels, and stimulated by the presence of the AF. Thus we postulate that tip proliferation, or budding, is proportional to both \( b \) and \( a \), with constant of proportionality \( \lambda_0 \) (equally we could include a saturation term in the tip proliferation term of the form \( \lambda_0 a b (\tilde{B} - b) \) where \( \tilde{B} \) is a threshold vessel density: this would limit tip
proliferation to a finite range of vessel densities, $b \in (0, B)$. For simplicity we assume that natural decay and tip-to-tip anastomosis constitute the dominant contributions to tip loss, and neglect other loss mechanisms, such as tip-to-branch anastomosis. Natural death is modelled by a linear decay term, with rate constant $\lambda_1$. To reflect the fact that (at least) two tips must fuse to effect tip-to-tip anastomosis, we introduce an additional loss term proportional to $n^2$, with rate constant $\lambda_2$. Combining these effects and denoting by $\mu_n$ and $\chi$ the assumed constant random motility and chemotaxis coefficients respectively, we express the rate of change of tip density through the following equation:

$$ \frac{\partial n}{\partial t} = \mu_n \frac{\partial n}{\partial r} \left( m \frac{\partial n}{\partial r} \right) - \chi \frac{\partial}{\partial r} \left( m \frac{\partial n}{\partial r} \right) + \lambda_2 n^2. $$

**Angiogenic Factor (AF) Concentration Equation**

We assume that the AF spreads throughout the wound via diffusion with a constant diffusion coefficient. To approximate the mitigating effect that the local (blood-borne) oxygen has on AF production by either the injured mesenchymal cells or macrophages present in the wound space, we assume that AF production is dependent upon the degree of disruption to the vasculature and hence to the local blood vessel density. In particular, we assume that if the local vessel density is below some characteristic value, $b_{char}$ say, then attractant production occurs at the constant rate $\lambda_3$; if $b > b_{char}$ then the production rate is negligible; as the vessel density decreases through $b_{char}$ the attractant production rate increases smoothly from zero to $\lambda_3$. We assume that natural decay and removal via the local vascular network are the dominant mechanisms for AF loss, these processes occurring at rates $\lambda_4$ and $\lambda_5$ respectively. Using $D$ to denote the assumed constant diffusion coefficient, and combining the above effects, we express the rate of change of the AF concentration through the following equation:

$$ \frac{\partial a}{\partial t} = D \frac{\partial}{\partial r} \left( r \frac{\partial a}{\partial r} \right) + \lambda_3 \left( \tanh \left( \frac{b_{char} - b}{\Delta b} \right) + 1 \right) - \lambda_4 a - \lambda_5 ab. $$

**Blood Vessel Density Equation**

We assume that vessel production occurs as a consequence of tip migration, with new cells being deposited behind the tip at a rate which maintains contiguity of the vessel. Branch loss may be incorporated to describe the remodelling process by which the elevated level of vasculature associated with newly repaired wounds is reduced to a level close to that of undamaged tissue. This process occurs by shortening and thickening of the blood vessels and typically takes place over a longer period (~months) than the migration of the healing unit (~2 weeks). For this reason, it is not considered in this initial model. However the effect of remodelling will be considered in a subsequent section. Thus, the equation describing the evolution of the vessel density which we propose is given by:

$$ \frac{\partial n}{\partial t} = \mu_n \frac{\partial n}{\partial r} \left( m \frac{\partial n}{\partial r} \right) - \chi \frac{\partial}{\partial r} \left( m \frac{\partial n}{\partial r} \right) + \lambda_2 n^2. $$
or, equivalently,
\[
\frac{\partial b}{\partial t} = \mu R \frac{\partial n}{\partial r} - \chi R \frac{\partial a}{\partial r}.
\] (3)

**Boundary and Initial Conditions**

In order to close Equations (1–3) initial and boundary conditions are imposed. We assume that initially the wound is devoid of tips, vessels and AF and that the wound margin lies at \( r = R_0 \) (see Equations (4) and (5)). In addition, we assume that the wound is symmetric about its centre \( r = 0 \) (see Equation (6)). The tip density at the wound margin is also prescribed (see Equations (4) and (7)). In particular we assume that there are some tips present at the wound margin at \( t = 0 \), such tips being connected to the normal tissue that surrounds the wound. In order to mimic the surge in endothelial cell density that is an early response to wounding, we assume that the tip density at the wound margin decays exponentially. Finally, blood-borne removal of AF at the wound margin is modelled by assuming that the flux of AF out of the wound is proportional to both \( a(R, t) \) and \( b(R, t) \).

Introducing the parameters \( N_0, k_1 \) and \( k_2 \) to represent respectively the magnitude of the surge in tip density during early wounding, the rate at which the surge in capillary tips decay away and the rate at which the AF is removed from the wound region, the above conditions can be formulated mathematically as follows:

\[
n(r, 0) = \begin{cases} 
0 & \text{for } r \in (0, R) \\
N_0 & \text{for } r = R,
\end{cases} \quad a(r, 0) = 0,
\] (4)

\[
b(r, 0) = \begin{cases} 
0 & \text{for } r \in (0, R_0) \\
b_{\text{norm}} & \text{for } r \in (R_0, R),
\end{cases}
\] (5)

\[
\frac{\partial n}{\partial r}(0, t) = \frac{\partial a}{\partial r}(0, t) = 0,
\] (6)

\[
n(R, t) = N_0 e^{-k_1 t},
\]

\[
D \frac{\partial a}{\partial r}(R, t) = -k_2 a(R, t) b(R, t) \quad \text{for } t > 0.
\] (7)

We remark that whilst the boundary and initial conditions above are well-posed and consistent, there are discontinuities in the initial tip and vessel densities. However, given the physical situation being modelled, these discontinuities are natural, reflecting the underlying biology: the wound margin is a sharp interface between the ordinary healthy and the wounded tissues. We note finally that when other choices of the initial conditions, in which these discontinuities were smoothed out, were employed, the numerical results (not presented) were qualitatively similar to those presented in the next section (and obtained with the discontinuous initial conditions stated above). Thus we infer that the limiting behaviour of our system is, in some sense, stable and insensitive to a range of biologically reasonable initial conditions.

4 RESULTS

4.1 Numerical Simulations

Before being used to construct numerical solutions, the model equations were reformulated in terms of dimensionless variables, for example \( r \) was scaled with the initial wound radius \( R_0 (\sim 2 \text{ cm}) \), \( t \) with a typical timescale for neovascularisation (\( \sim 2 \text{ weeks} \)) and \( b \) with a characteristic vessel density (see appendix for details). When carrying out the rescaling, where possible, parameter values were calculated from experimental data. In the absence of such data, values estimated and used in other models were employed (Stokes & Lauffenburger, 1991: Balding & McElwain, 1985). The advantage of recasting the model equations in terms of dimensionless variables is that it enables the relative roles of the different physical processes present in the model to be assessed and may be used to justify the neglection of mechanisms not present in the model, such as random motion of the blood vessels.

The dimensionless form of Equations (1–7) were solved numerically using a package from the NAG library (routine D03PCF). This method uses finite difference approximations to perform a spatial discretisation of the model equations, thereby reducing them to a system of ordinary differential equations which are integrated using the method of lines.

The simulations presented in Figure 3 show how the key physical variables evolve during normal healing. In the absence of a functioning vasculature, the AF is rapidly produced in the centre of the
FIGURE 3 Here we present the results of numerical simulations for which successful healing occurs for two different values of \( \chi \). The centre of the wound is located at \( r = 0 \) with the edge at \( r = 1 \). The direction of motion is from right to left. The three dependent variables are plotted at times \( t = 0.5, 1.0, 1.5, \ldots, 4.0 \): For case (a) we have \( \chi = 0.4 \) and we plot: (i) profiles of the capillary tip density \( n \); (ii) profiles of the AF concentration \( a \); (iii) profiles of the blood vessel density \( b \). Parameter values: \( \mu = 0.001 \), \( \chi = 0.4 \), \( D = 1 \), \( \lambda_0 = 50 \), \( \lambda_1 = 10 \), \( \lambda_2 = 6 \), \( \lambda_3 = 25 \), \( \lambda_4 = 25 \), \( R = 1 \), \( R_0 = 0.95 \), \( k_1 = 2 \), \( N_0 = 1 \) = h_{max} = h_{initial} \, \Delta h = 0.01 \). For case (b) we reduce \( \chi \) from 0.4 to 0.1, holding all other parameter values fixed. We plot profiles of the capillary tip density and the vessel density at times \( t = 0.5, 1.0, 1.5, \ldots, 4.0 \) (solid lines) and \( t = 50, 60, 70, \ldots, 100 \) (dotted lines). Parameter values: as per Figure 3(a), except that \( \chi = 0.1 \).

wound. Blood-borne removal of the AF near the wound margin leads to the formation of a spatial gradient in AF there. New capillary tips are formed predominantly at the interface between the wound margin and the AF. The capillary tips migrate via chemotaxis up the spatial gradient in the AF towards the wound centre, leaving a trail of blood vessels in their wake. In this way the developing vasculature migrates towards the wound centre. As the vessel density in the tissue increases the rate of AF production falls and the number of capillary tips being formed diminishes. The AF concentration gradually falls to zero and the healing process slows down, eventually stopping when the wound closes. The results presented in Figure 3 suggest that the speed with which the healing unit migrates into the wound changes over time: the healing unit travels fastest during the initial stages and slows down during the latter stages of healing. This is in good agreement with independent experimental observations (Muthukarruppan et al., 1982). The profiles of the vessel density show that it is higher than the corresponding, normal level in the healed tissue. This is a common feature of newly healed wounds.
practice a remodelling term should be included in the model equations to restore the vessel density to a normal level: its incorporation is discussed below.

The simulations presented in Figure 3(b) show how the healing process is affected when the chemotaxis coefficient $\chi$ decreases (from $\chi = 0.4$ in Figure 3(a) to $\chi = 0.1$). Over the same time period as the simulations in Figure 3(a) (up to $t = 4$), there is a marked reduction in both the penetration depth and the density of the invading capillary tips. However, healing of the wound does occur over a longer timescale in a qualitatively similar manner. These results are of relevance when comparing our numerical simulations with the actual wound healing data (see Figure 9). Also, a full sensitivity analysis of the effect of changing the parameter $\chi$ is presented later in this section and results are given in Figure 10.
The simulations presented in Figure 4 show how the healing process is affected when the rate of tip production falls (from $\lambda_0 = 50$ in Figure 3 to $\lambda_0 = 5$). In Figure 4(a) (which is the analogue of Figure 3(a)) tip production and invasion are minimal, the levels of AF production remain high and, whilst there is a small amount of vessel outgrowth, the vessel density remains low. Consequently it takes considerably longer for the wound to close than in Figure 3. In Figure 4(b) we present results showing how the wound healing process is affected when $\chi$ is reduced to a value of 0.1. Similar remarks regarding the time taken for closure can be made as for the results of Figure 3(b) above. Once again these simulations have direct relevance when comparing the numerical results with the actual wound healing data later in Figure 9.

Guided by these simulations, we predict that a possible mechanism for poor wound healing in, for example, diabetic patients may be an impaired response of the endothelial cells that constitute the blood vessels to growth factors which are present in the wound space and which normally stimulate endothelial cell proliferation.

Guided by the results presented in Figures 3 and 4 we infer that reductions in either the capillary tip production $\lambda_0$ or the chemotaxis coefficient $\chi$ impair healing. However the two mechanisms produce slightly different effects: when $\chi$ is reduced penetration and proliferation of the capillary tips are
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**FIGURE 4** Here we present numerical results which show how the healing process is affected when the rate of tip formation is reduced from $\lambda_0 = 50$ (Figure 3) to $\lambda_0 = 5$. As the simulations show, in this case healing fails. Motion is again from right to left. In case (a) the three dependent variables are plotted at times $t = 0.5, 1.0, 1.5, \ldots, 4.0$: (i) profiles of the capillary tip density ($n$); (ii) profiles of the AF concentration ($c$); (iii) profiles of the blood vessel density ($b$). Parameter values: $p_\text{m} = 0.001$, $\chi = 0.4$, $D = 1$, $\lambda_0 = 5$, $\lambda_1 = 10$, $\lambda_2 = 10$, $\lambda_3 = 25 = \lambda_4$, $R = 1$, $R_0 = 0.95$, $k = 2$, $N_0 = 1 = h_{\text{norm}} = h_{\text{thir}}$, $\Delta b = 0.01$. For case (b) we reduce $\chi$ from 0.4 to 0.1, holding all other parameter values fixed. We plot profiles of the capillary tip density and the vessel density at times $t = 0.5, 1.0, 1.5, \ldots, 4.0$ (solid lines) and $t = 50, 60, 70, \ldots, 100$ (dotted lines). Parameter values: as per Figure 4(a), except that $\chi = 0.1$. 

both diminished whereas when $\lambda_0$ is reduced only the tip density seems to diminish and the reduction in capillary tip penetration is less dramatic. By exploiting these results it may be possible to predict the cause of impaired wound healing: reasonable penetration of low capillary tip density may correspond to a reduction in the tip proliferation rate whereas poor penetration and low capillary tip density may be ascribed to a reduction in the sensitivity of the cells to the chemotractants being produced in the wound space.

In Section 2 we presented clinical measurements showing how the surface area of normal and chronic wounds changes over time. In order to facilitate
comparison with this data it is necessary to extract from the numerical simulations an estimate of the wound's surface area. We do this by tracking the position of the leading front of the migrating capillary tips \( r = R(t) \) and assuming that the surface area of the wound is equal to its avascular surface area \( A(t) = \pi R^2 \). Normalised plots of \( A(t)/A(0) \) for the simulations of Figures 3 and 4 are presented in Figure 5. The qualitative behaviour in each case is the same: \( A(t) \) decreases in a bi-exponential manner with an initially rapid decrease in \( A(t) \) followed by a slower decay to the healed state. Such behaviour is widely observed in healing wounds and is consistent with the experimental results presented in Section 2. We remark that initially \( (0 < t < 1) \), from the sketch of \( A(t) \), our model is unable to distinguish between the normal and chronic wounds since they both decay at the same rapid rate. However for \( t > 1 \) the difference between the two wounds is apparent, with \( A(t) \) decaying to zero more rapidly for the normal wound than for the chronic wound.

As stated above, another key feature of newly healed wounds is overhealing. A simple measure of the degree of overhealing within a wound can be obtained by computing the mean vessel density \( B(t) = 2 \int_0^1 b(r,t)dr \) (so that \( B(t) = 1 \) corresponds to normal tissue and \( B(t) > 1 \) to newly healed wounds). In Figure 6 we show how \( B(t) \) evolves for the numerical simulations presented in Figures 3 and 4. In the normal wound, we observe that \( B(t) \to 1.3 \)

FIGURE 5. Here we present numerical profiles that show how the wound surface area \( A(t)/A(0) \) changes over time for the numerical simulations presented in Figures 3 and 4. The surface area \( A(t) \) is determined by tracking the position of the leading edge of the vascular front \( R(t) \) and assuming that \( A(t) = \pi R^2(t) \). Key: successful healing (solid line); failed healing (dashed line). Parameter values: as per Figures 3(a) and 4(a).
which is consistent with overhealing. By contrast $B(t)$ increases extremely slowly in the poorly healing wound. Comparing Figures 5 and 6 we suggest that monitoring the mean vascular density may prove to be a more discriminating indicator of the successful wound healing than estimates of the wound's surface area.

4.2 Model Modification: Vessel Remodelling

The simulations presented in Figures 3 and 6 suggest that a remodelling term should be included in Equation (3) in order to produce more realistic results, i.e. to ensure that the vessel density eventually returns to a normal level. Assuming that vascular remodelling is a continuous, logistic growth process, we now add a remodelling term to (3):

\[
\left( \text{rate of increase} \right) = \left( \text{rate of deposition} \right) + \left( \text{rate of remodelling} \right)
\]

or, equivalently,

\[
\frac{\partial b}{\partial t} = \mu \frac{n}{a} \frac{\partial n}{\partial r} - \chi \frac{\partial a}{\partial r} + \lambda b (b^* - b). \tag{8}
\]

where $\lambda = \frac{1}{\tau}$ is the remodelling timescale and, as in equations (5), $b^*$ is a characteristic vessel density in normal tissue. The (dimensionless) model equations, with (3) replaced by (8), were solved numerically and gave rise to profiles that were qualitatively similar to those presented in Figures 3 and 4. In order to assess the effect of the remodelling term, we plot, for different values of $\lambda$, the wound surface
area $A(t)$ and the mean vessel density $B(t)$, and the results are presented in Figure 7. From the profiles of $A(t)$ we observe that the inclusion of a continuous remodelling term into our model reduces the time to wound closure for both normal and chronic wounds, the reduction in healing time being more pronounced for the chronic wound. From the profiles of $B(t)$, we observe that with remodelling the overhealing of the normal wound is no longer present: the vessel density increases monotonically to a level characteristic of normal tissue. Further, the remodelling term dramatically reduces the healing time of the slowly healing wound. Clearly this is physically unrealistic: the abnormally low density of capillary tips should prevent the wound from healing. In order to prevent such anomalies from occurring, the remodelling term used in Equation (8) should be modified. Therefore, we now assume that remodelling only commences when the new vessels meet at the centre of the wound. Thus the initial remodelling term of Equation (8) is superceded by the following expression:

$$(\text{remodelling term}) = \lambda_0 H(t - T_R)\phi(b^* - b),$$

where $T_R$ denotes the time at which remodelling commences and satisfies

$$T_R = \min\{b(0, t) > 0\}.$$

The effect that this delayed remodelling term has on angiogenesis is summarised in Figure 8 where we plot the mean vessel density $B(t)$. The top panel shows that until remodelling is activated, healing proceeds in exactly the same manner as in Figure 6, with the elevated vessel densities characteristic of newly healed wounds retained. However, once the vessels make contact at the wound centre the vessel density gradually decays to the vessel density characteristic of normal tissue. More importantly, we note, from the lower panel, that when the delayed remodelling term is applied to the poorly healing wound of Figure 6 the wound still fails to heal. In this case since the vessels have not penetrated to the wound centre the remodelling term is not activated. On the basis of the simulations presented in Figure 6 we suggest that the delayed term introduced above may describe the remodelling process that occurs during wound healing.

4.3 Comparison between Experimental and Numerical Results

In order to compare our mathematical model of angiogenesis with the experimental data, we assume, as above, that there is a correlation between the surface area of a wound (as measured experimentally) and the surface area of the avascular region of the tissue (as obtained from the numerical simulations). Before continuing we remark that a statistical fit of the model parameters to the experimental data was not performed. The paucity of data meant that the confidence limits would have been extremely large. Instead we sought model parameter values that gave good qualitative and quantitative agreement with the averaged data.

The two plots in Figure 9 show a comparison between the theoretical results of our model (from numerical simulations) and the actual clinical data. The top figure illustrates a normal wound healing while the lower figure illustrates a chronic wound. Theoretical data points are illustrated with a cross, while the actual data points are circles. Parameter values used in each case are given in the figure legend. The results presented in Figure 9 show that the model generates profiles of the wound surface area which are in good qualitative and quantitative agreement with the experimental data for both the normal and chronic wounds.

Guided by the differences in the model parameters that were needed to obtain numerical simulations that mimic normal and chronic wound healing we can suggest physical mechanisms that may be responsible for impaired wound healing. For example, our simulations suggest that a combination of reductions in (i) the sensitivity of the endothelial cells to the chemoattractant (measured by the chemotactic coefficient $\chi$) (ii) the proliferation rate of the endothelial cells (measured by the parameter $\lambda_0$) and (iii) chemoattractant production (measured by the parameter $\lambda_1$) may give rise to chronic wounds.
FIGURE 7 Numerical simulations showing the effect of introducing continuous vessel remodelling on the evolution of (a) the normalised wound surface area $A(t)/A(0)$ and (b) the mean vessel density $B(t)$. Key: normal healing, with no remodelling (solid line, $\lambda_0 = 0$); normal healing, with remodelling (dotted line, $\lambda_0 = 1.0$); failed healing, with no remodelling (dot-dash line, $\lambda_0 = 0$); failed healing, with remodelling (dashed line, $\lambda_0 = 1.0$). Parameter values: as per Figures 3(a) and 4(a), with $\lambda_0 = 1.0$. 
One of the advantages of mathematical models is that they enable us to determine the effect that changes in the relative importance of individual terms (or mechanisms) have on the healing process (such investigations are notoriously difficult or impossible to perform experimentally). Thus, having established that a combination of changes in $\chi$, $\lambda_0$, and $\lambda_3$ transforms a normally healing wound into a chronic wound, we can use the model to assess the relative importance of each parameter. For example, in Figure 10 we present numerical results that were obtained by varying the chemotaxis parameter $\chi$ over a physically realistic range while keeping all other parameters fixed. Estimates
of $\chi$ from experimental data (c.f. Anderson and Chaplain, 1998, and references therein) show that its (nondimensional) value lies in the range 0.1 to 1.0. For each value of $\chi$ the time for the wound to heal was calculated and the results are plotted in Figure 10. From the results we can see clearly that as $\chi$ increases the time taken for healing to complete decreases. With more detailed parameter estimates it should be possible to interpret these results in a dimensional fashion. For example, by relating the dimensionless times to physical times (in weeks or days), it may be possible to identify a range of
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**FIGURE 9** A comparison of theoretical results obtained from numerical simulations of our model and actual clinical data. Here we present numerical simulations that are in good qualitative agreement with the experimental data for normal and chronic healing. Parameter values for simulations in case (a): $\mu_0 = 0.001$, $\chi = 0.1$, $D = 1$, $\lambda_0 = 50$, $\lambda_1 = 10$, $\lambda_2 = 10$, $\lambda_3 = 25$, $\lambda_4 = 5$, $R = 1$, $R_0 = 0.95$, $k_1 = 2$, $N_0 = 1 = b_{norm} = b_{char}$, $\Delta b = 0.01$. Parameter values for simulations in case (b): $\chi = 0.08$, $D = 1$, $\lambda_0 = 5$, $\lambda_1 = 10$, $\lambda_2 = 5 = \lambda_4$, $\lambda_3 = 25$, $\lambda_0 = 6$, $R = 1$, $R_0 = 0.95$, $N_0 = 1 = b_{norm} = b_{char}$, $\Delta b = 0.01$. 
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values of the chemotaxis parameter \( \chi \notin (\chi_{fr}, \chi_{hr}) \) such that for \( \chi > \chi_{hr} \) healing is successful whereas for \( \chi < \chi_{fr} \) the predicted healing time is so long that it is impractical. The same approach could also be used to estimate critical bounds for other model parameters including \( \lambda_0, \lambda_3, \lambda_6 \). Numerical studies performed by varying \( \lambda_0 \) and \( \lambda_3 \) gave rise to results similar to those presented in Figure 10, that is the time to healing decreases as \( \lambda_0 \) and \( \lambda_3 \) increase (results not included). The results of Figure 7 indicate that increasing the parameter \( \lambda_6 \) decreases the time for wound healing. Finally, we note that further numerical simulations carried out by varying the parameter \( \lambda_4 \) (not presented here), indicate that increasing \( \lambda_4 \) slows down the time for wound healing i.e. the wound takes longer to heal.

5 CONCLUSIONS

Wound healing is a complex process, involving many inter-connected events. To formulate a single mathematical model that includes all of the relevant processes would be a formidable task indeed. In this paper therefore we have modelled in a simple, but effective manner one key process of wound healing — angiogenesis — and related our theoretical results to actual clinical data. To achieve this we have focussed on several of the key events involved in angiogenesis during wound healing (namely capillary proliferation and migration and the production of angiogenic factors). Numerical simulations of the model equations were compared with independent clinical measurements of normal
and chronic wounds, and good qualitative agreement obtained (see Figure 9) in both cases. By changing only a few parameter values in the model we were able to simulate both normal and chronic wound healing thus enabling us to identify the important mechanisms that may be responsible for impaired wound healing. These results were validated by comparing with the available experimental data.

Although the mathematical model is a simple one, it does capture many important features associated with angiogenesis in wound healing. Among these features are: the change in speed of capillary migration during the healing process i.e. the healing unit of the capillaries proceeds at an initially fast rate and then slows down: the model has been able to identify potential mechanisms responsible for failed or chronic healing and for vessel remodelling: the model has captured the elevated tip and vessel densities in newly healed wounds which is associated with the so-called "brush-border effect". Some refinement of the current model (such as the inclusion of a term modelling tip-vessel anastomosis, for example) may be considered in any future development and further numerical analysis of the model.

A possible direction for future analytical work may involve using geometrical wave theory (Grindrod, 1996) to construct analytical model solutions that show explicitly how the different models parameters, such as $\chi$, $\lambda_0$, and $\lambda_1$, affect the speed with which healing progresses. However, since the capillary tips that are present in the healing unit are not necessarily all directly inter-connected, it may not be readily applicable to models of angiogenesis of the form presented in this paper.

As with all models, there are certain weaknesses in the approach we have adopted. Firstly, given that we have adopted a continuum model in one space dimension, the model is unable to capture the important process of anastomosis. One refinement of the current model as it stands could consider the inclusion of a term modelling tip-to-vessel anastomosis. However to capture this important process explicitly, a minimum requirement is that the analysis be carried out in (at least) 2 space dimensions and possibly also by adopting a discrete approach (cf. Chaplain and Anderson, 1997; Anderson and Chaplain, 1998). Indeed, it may be the case that the whole process of remodelling is triggered by tip-to-tip anastomosis, a fact that our model cannot account for. The model also ignores the important interaction between the capillaries and the extracellular matrix (although this is not quite as important in 1D as in 2D).

Nonetheless, the model has enabled us to make some observations and key predictions. It is clear that the migration of the capillaries is dominated by some form of "taxis"—either chemotaxis, in response to soluble cytokines such as angiogenic factors, or haptotaxis in response to response bound matrix proteins such as fibronectin (cf. Orme and Chaplain, 1997; Olsen et al., 1997; Anderson and Chaplain, 1998). The model has enabled us to speculate about possible mechanisms which are responsible (and, perhaps, important) for failed healing of wounds, namely, the response of capillaries to angiogenic factors, the production rate of angiogenic factors and the proliferation rate of the cells at the capillary tips. In particular, referring to the results presented in Figures 3 and 4 we predict that it may be possible to distinguish between different causes of impaired wound healing by observing the structure of the invading vascular front. Specifically, reasonable penetration of low density capillary tips may be attributed to a reduction in the tip proliferation rate whilst poor penetration and low capillary tip density may be due to a reduction in the sensitivity of the cells to chemottractants that are produced in the wound space.

In summary, our model has highlighted (a) the importance of vessel remodelling and this is certainly a development from previous models of angiogenesis in wound healing (Petet et al., 1996a,b; Olsen et al., 1997) and (b) the importance of the actual functional form of the vessel remodelling term used in the model. Finally we note that the theoretical results of the model are such that to design experiments to test and verify or falsify the model predictions is certainly feasible (Orme and Chaplain, 1997). In particular, from the results of our model simulations, we assert that measurement
of the mean vascular density may prove to be a more discriminating indicator of successful wound healing than simple estimates of the wound’s surface area.

APPENDIX

In this appendix we show how the model equations of Section 3 were cast in dimensionless form prior to the construction of numerical solutions in Section 4. We introduce dimensionless variables

\[ \nu = n/N, \quad \alpha = a/A, \quad \beta = b/B, \]

\[ \rho = r/R \quad \text{and} \quad \tau = t/T, \]

where \( R \) denotes the size of the tissue region of interest and the constants \( N, A, B \) and \( T \) denote typical values of the corresponding dependent and independent variables which are defined in terms of system parameters in the following way:

\[ N = B/R, \quad A = \lambda_3/\lambda_4, \]

\[ B = b/\text{norm} \quad \text{and} \quad T = R^2/D. \]

Rewriting Equations (1–7) in terms of the dimensionless variables we obtain the following system of equations which were used to compute the numerical simulations:

\[ \frac{\partial \nu}{\partial \tau} = \frac{\mu_\nu}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \nu}{\partial \rho} \right) - \frac{\chi}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \alpha}{\partial \rho} \right) + \lambda_0 \alpha \beta - \lambda_1 \nu - \lambda_2 \nu^2, \]

\[ \frac{\partial \alpha}{\partial \tau} = \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \alpha}{\partial \rho} \right) + \frac{\lambda_3}{2} \left\{ \tanh \left( \frac{\beta_{\text{char}} - \beta}{\Delta \beta} \right) + 1 \right\} - \lambda_3 \alpha - \lambda_5 \alpha \beta, \]

\[ \frac{\partial \beta}{\partial \tau} = \tilde{\mu}_\nu \frac{\partial \nu}{\partial \rho} - \tilde{\chi} \nu \frac{\partial \alpha}{\partial \rho} \]

with

\[ \nu(\rho, 0) = 0 = \alpha(\rho, 0) \]

\[ \beta(\rho, 0) = \begin{cases} 0 & \rho \in (0, \tilde{R}_0), \\ 1 & \rho \in (\tilde{R}_0, 1) \end{cases} \]

where

\[ \tilde{\mu}_\nu = \frac{\mu_\nu NT}{R^2}, \quad \tilde{\chi} = \frac{\chi AT}{R^2}, \]

\[ \beta_{\text{char}} = \frac{b_{\text{char}}}{B}, \quad \Delta \beta = \frac{\Delta b}{B}, \]

\[ \tilde{\lambda}_0 = \frac{\lambda_0 ABT}{N} = \frac{\lambda_0 \lambda_3 R}{\lambda_4}, \quad \tilde{\lambda}_1 = \lambda_1 T, \]

\[ \tilde{\lambda}_2 = \lambda_2 NT, \quad \tilde{\lambda}_3 = \lambda_3 T/A, \quad \tilde{\lambda}_5 = \lambda_5 BT, \]

\[ \tilde{N}_0 = \frac{N_0}{N}, \quad \tilde{k}_1 = k_1 T, \quad \tilde{k}_2 = k_2 BR. \]
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