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An efficient approach based on homotopy perturbation method by using sumudu transform is proposed to solve nonlinear fractional Harry Dym equation. This method is called homotopy perturbation sumudu transform (HPSTM). Furthermore, the same problem is solved by Adomian decomposition method (ADM). The results obtained by the two methods are in agreement, and hence, this technique may be considered an alternative and efficient method for finding approximate solutions of both linear and nonlinear fractional differential equations. The HPSTM is a combined form of sumudu transform, homotopy perturbation method, and He’s polynomials. The nonlinear terms can be easily handled by the use of He’s polynomials. The numerical solutions obtained by the HPSTM show that the approach is easy to implement and computationally very attractive.

1. Introduction
Fractional differential equations have gained importance and popularity, mainly due to its demonstrated applications in science and engineering. For example, these equations are increasingly used to model problems in fluid mechanics, acoustics, biology, electromagnetism, diffusion, signal processing, and many other physical processes. The most important advantage of using fractional differential equations in these and other applications is their nonlocal property. It is well known that the integer order differential operator is a local operator but the fractional order differential operator is nonlocal. This means that the next state of a system depends not only upon its current state but also upon all of its historical states. This is more realistic and it is one reason why fractional calculus has become more and more popular [1–9].

In this paper, we consider the following nonlinear time-fractional Harry Dym equation of the form

\[ D^\alpha_t U(x, t) = U^3(x, t) D^3_x U(x, t), \quad 0 < \alpha \leq 1, \quad (1) \]

with the initial condition

\[ U(x, 0) = \left( a - \frac{3\sqrt{b}}{2} x \right)^{2/3}, \quad (2) \]

where \( \alpha \) is parameter describing the order of the fractional derivative and \( U(x, t) \) is a function of \( x \) and \( t \). The fractional derivative is understood in the Caputo sense. The general response expression contains a parameter describing the order of the fractional derivative that can be varied to obtain various responses. In the case of \( \alpha = 1 \), the fractional Harry Dym equation reduces to the classical nonlinear Harry Dym equation. The exact solution of the Harry Dym equation is given by [10]

\[ U(x, t) = \left( a - \frac{3\sqrt{b}}{2} (x + bt) \right)^{2/3}, \quad (3) \]

where \( a \) and \( b \) are suitable constants. The Harry Dym is an important dynamical equation which finds applications
in several physical systems. The Harry Dym equation first appeared in Kruskal and Moser [11] and is attributed in an unpublished paper by Harry Dym in 1973-1974. It represents a system in which dispersion and nonlinearity are coupled together. Harry Dym is a completely integrable nonlinear evolution equation. The Harry Dym equation is very interesting because it obeys an infinite number of conversion laws; it does not posses, the Painleve property. The Harry Dym equation has strong links to the Korteweg-de Vriesequation, it does not posses, the Painleve property. The Harry Dym equation is a completely integrable nonlinear evolution equation. It provides the solutions in terms of convergent series with easily computable components in a direct way without using linearization, perturbation, or restrictive assumptions. It is worth mentioning that the HPSTM is capable of reducing the volume of the computational work as compared to the classical methods while still maintaining the high accuracy of the numerical result; the size reduction amounts to an improvement of the performance of the approach.

2. Sumudu Transform

In early 1990s, Watugala [33] introduced a new integral transform, named the sumudu transform and applied it to the solution of ordinary differential equation in control engineering problems. The sumudu transform is defined over the set of functions

\[ A = \{ f(t) \mid M, \tau_1, \tau_2 > 0, \]

\[ \int f(t) e^{-1t} dt, u \in (-\tau_1, \tau_2) \] (5)

Some of the properties were established by Weerakoon in [34, 35]. Furthermore, fundamental properties of this transform were also established by Asiru [36]. This transform was applied to the one-dimensional neutron transport equation in [37] by Kadem. In fact it was shown that there is strong relationship between sumudu and other integral transform methods; see Kilicman et al. [38]. In particular the relation between sumudu transform and Laplace transforms was proved in Kilicman and Gadain [39]. Next, in Eltayeb et al. [40], the sumudu transform was extended to the distributions and some of their properties were also studied in Kilicman and Eltayeb [41]. Recently, this transform is applied to solve the system of differential equations; see Kilicman et al. [42]. Note that a very interesting fact about sumudu transform is that the original function and its sumudu transform have the same Taylor coefficients except for the factor \( n \); see Zhang [43]. Thus, if \( f(t) = \sum_{n=0}^{\infty} a_n t^n \), then \( \tilde{f}(u) = \sum_{n=0}^{\infty} n! a_n u^n \); see Kilicman et al. [38]. Similarly, the sumudu transform sends combinations, \( C(m, n) \), into permutations, \( P(m, n) \), and, hence, it will be useful in the discrete systems.

3. Basic Definitions of Fractional Calculus

In this section, we mention the following basic definitions of fractional calculus.

**Definition 1.** The Riemann-Liouville fractional integral operator of order \( \alpha > 0 \), of a function \( f(t) \in C_{\mu, \mu} \), is defined as [3]

\[ J^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} f(\tau) d\tau \quad (\alpha > 0), \] (6)

\[ J^0 f(t) = f(t). \]

For the Riemann-Liouville fractional integral, we have

\[ J^\alpha y = \frac{\Gamma(\gamma + 1)}{\Gamma(\gamma + \alpha + 1)} t^{\alpha+\gamma}. \] (7)

**Definition 2.** The fractional derivative of \( f(t) \) in the Caputo sense is defined as [6]

\[ D^\alpha f(t) = J^{m-\alpha} D^m f(t) \]

\[ = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t - \tau)^{m-\alpha-1} f^{(m)}(\tau) d\tau, \] (8)

for \( m - 1 < \alpha \leq m, m \in N, t > 0. \)
For the Riemann-Liouville fractional integral and the Caputo fractional derivative, we have the following relation:

\( J_\alpha t D_\alpha t f(t) = f(t) - \sum_{k=0}^{m-1} f^{(k)}(0+) \frac{t^k}{k!} \) \( (9) \)

Definition 3. The sumudu transform of the Caputo fractional derivative is defined as follows [44]:

\( S[D_\alpha t f(t)] = u^{-\alpha} S[f(t)] - \sum_{k=0}^{m-1} u^{-\alpha+k} f^{(k)}(0+) \) \( (m-1 < \alpha \leq m) \) \( (10) \)

4. Solution by Homotopy Perturbation Sumudu Transform Method (HPSTM)

4.1. Basic Idea of HPSTM. To illustrate the basic idea of this method, we consider a general fractional nonlinear nonhomogeneous partial differential equation with the initial condition of the form

\( D_\alpha t U(x, t) + RU(x, t) + NU(x, t) = g(x, t) \)

\( U(x, 0) = f(x) \) \( (11) \)

where \( D_\alpha t U(x, t) \) is the Caputo fractional derivative of the function \( U(x, t) \), \( R \) is the linear differential operator, \( N \) represents the general nonlinear differential operator and \( g(x, t) \) is the source term.

Applying the sumudu transform (denoted in this paper by \( S \)) on both sides of (11), we get

\( S[D_\alpha t U(x, t)] + S[RU(x, t)] + S[NU(x, t)] = S[g(x, t)] \) \( (13) \)

Using the property of the sumudu transform, we have

\( S[U(x, t)] = f(x) + u^{-\alpha} S[g(x, t)] - u^{-\alpha} S[RU(x, t) + NU(x, t)] \) \( (14) \)

Operating with the sumudu inverse on both sides of (14) gives

\( U(x, t) = G(x, t) - S^{-1}[u^{-\alpha} S[RU(x, t) + NU(x, t)]] \) \( (15) \)

where \( G(x, t) \) represents the term arising from the source term and the prescribed initial conditions. Now we apply the HPM

\( U(x, t) = \sum_{n=0}^{\infty} p^n U_n(x, t) \) \( (16) \)

and the nonlinear term can be decomposed as

\( NU(x, t) = \sum_{n=0}^{\infty} p^n H_n(U) \) \( (17) \)

for some He’s polynomials \( H_n(U) \) [26, 45] that are given by

\( H_n(U_0, U_1, \ldots, U_n) = \frac{1}{n!} \frac{\partial^n}{\partial p^n} \left[ N \left( \sum_{i=0}^{\infty} p^i U_i \right) \right]_{p=0} \)

\( n = 0, 1, 2, \ldots \)

Substituting (16) and (17) in (15), we get

\( \sum_{n=0}^{\infty} p^n U_n(x, t) = G(x, t) - p \left( S^{-1}[u^{-\alpha} S[RU(x, t) + NU(x, t)] + \sum_{n=0}^{\infty} p^n H_n(U)] \right) \) \( (19) \)

which is the coupling of the sumudu transform and the HPM using He’s polynomials. Comparing the coefficients of like powers of \( p \), the following approximations are obtained:

\( p^0 : U_0(x, t) = G(x, t) \)

\( p^1 : U_1(x, t) = - S^{-1}[u^{-\alpha} S[RU_0(x, t) + H_0(U)]] \)

\( p^2 : U_2(x, t) = - S^{-1}[u^{-\alpha} S[RU_1(x, t) + H_1(U)]] \)

\( p^3 : U_3(x, t) = - S^{-1}[u^{-\alpha} S[RU_2(x, t) + H_2(U)]] \)

\( \vdots \)

Proceeding in this same manner, the rest of the components \( U_n(x, t) \) can be completely obtained and the series solution is thus entirely determined. Finally, we approximate the analytical solution \( U(x, t) \) by truncated series

\( U(x, t) = \lim_{N \to \infty} \sum_{n=0}^{N} U_n(x, t) \) \( (21) \)

The previous series solutions generally converge very rapidly. A classical approach of convergence of this type of series is already presented by Abbaoui and Cherruault [46].

4.2. Solution of the Problem. Consider the following nonlinear time-fractional Harry Dym equation:

\( D_\alpha t^\beta U(x, t) = U^3(x, t) D_\alpha x^3 U(x, t), \quad 0 < \alpha \leq 1 \)

\( (22) \)

with the initial condition

\( U(x, 0) = \left( a - \frac{3 \sqrt{b}}{2} x \right)^{2/3} \) \( (23) \)

Applying the sumudu transform on both sides of (22), subject to initial condition (23), we have

\( S[U(x, t)] = \left( a - \frac{3 \sqrt{b}}{2} x \right)^{2/3} + u^{-\alpha} S[U^3(x, t) D_\alpha x^3 U(x, t)] \) \( (24) \)
The inverse Sumudu transform implies that

\[ U(x, t) = \left( a - \frac{3\sqrt{b}}{2}x \right)^{2/3} + S^{-1} \left[ u^a S \left[ U^3(x, t) D_x^3 U(x, t) \right] \right]. \tag{25} \]

Now applying the HPM, we get

\[ \sum_{n=0}^{\infty} p^n U_n(x, t) = \left( a - \frac{3\sqrt{b}}{2}x \right)^{2/3} \]

\[ + p \left( S^{-1} \left[ u^a S \left[ \sum_{n=0}^{\infty} p^n H_n(U) \right] \right] \right), \tag{26} \]

where \( H_n(U) \) are He's polynomials that represent the nonlinear terms. So, the He's polynomials are given by

\[ \sum_{n=0}^{\infty} p^n H_n(U) = U^3 D_x^3 U. \tag{27} \]

\[ \frac{\partial^\alpha U}{\partial t^\alpha} + R U + N U = g(x, t), \quad \alpha = 1/3, 1/2, 1 \tag{31} \]

In this manner the rest of components of the HPSTM solution can be obtained. Thus, the solution \( U(x, t) \) of the (22) is given as

\[ U(x, t) = \left( a - \frac{3\sqrt{b}}{2}x \right)^{2/3} \]

\[ - b^{3/2} \left( a - \frac{3\sqrt{b}}{2}x \right)^{-1/3} \frac{t^\alpha}{\Gamma(\alpha + 1)} \]

\[ - \frac{b^3}{2} \left( a - \frac{3\sqrt{b}}{2}x \right)^{-4/3} \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} \]

\[ + b^{9/2} \left( a - \frac{3\sqrt{b}}{2}x \right)^{-7/3} \]

\[ \times \left( \frac{15}{2} \frac{\Gamma(2\alpha + 1)}{\Gamma(\alpha + 1)^2} - 16 \right) \frac{t^{3\alpha}}{\Gamma(3\alpha + 1)} + \cdots. \tag{30} \]

The series solution converges very rapidly. The rapid convergence means that only few terms are required to get analytic function. Now, we calculate numerical results of the approximate solution \( U(x, t) \) for different values of \( \alpha = 1/3, 1/2, 1 \) and for various values of \( t \) and \( x \). The numerical results for the approximate solution obtained by using HPSTM and the exact solution given by Mokhtari [10] for constant values of \( a = 4 \) and \( b = 1 \) for various values of \( t, x, \) and \( \alpha \) are shown in Figures 1(a)–1(d), and those for different values of \( x \) and \( \alpha \) at \( t = 1 \) are depicted in Figure 2. It is observed from Figures 1(a)–1(d) that \( U(x, t) \) decreases with the increase in both \( x \) and \( t \) for \( \alpha = 1/3, 1/2, 1 \) and \( a = 1 \). Figures 1(c)-1(d) clearly shows that, when \( a = 1 \), the approximate solution obtained by the HPSTM is very near to the exact solution. It is also seen from Figure 2 that as the value of \( \alpha \) increases, the displacement \( U(x, t) \) increases. It is to be noted that only the third order term of the HPSTM was used in evaluating the approximate solutions for Figure 1. It is evident that the efficiency of the present method can be dramatically enhanced by computing further terms of \( U(x, t) \) when the HPSTM is used.

5. Solution by Adomian Decomposition Method (ADM)

5.1. Basic Idea of ADM. To illustrate the basic idea of Adomian decomposition method [47, 48], we consider a general fractional nonlinear nonhomogeneous partial differential equation with the initial condition of the form

\[ D_t^\alpha U(x, t) + RU(x, t) + NU(x, t) = g(x, t), \quad \alpha \in (1, 2), \quad t \geq 0. \tag{31} \]

where \( D_t^\alpha U(x, t) \) is the Caputo fractional derivative of the function \( U(x, t) \), \( R \) is the linear differential operator, \( N \) represents the general nonlinear differential operator, and \( g(x, t) \) is the source term.

Applying the operator \( J_t^\alpha \) on both sides of (31) and using result (9), we have

\[ U(x, t) = \sum_{k=0}^{\infty} \left( \frac{\partial^k U}{\partial t^k} \right)_{t=0} \frac{t^k}{k!} + J_t^\alpha g(x, t) \]

\[ - J_t^\alpha [RU(x, t) + NU(x, t)]. \tag{32} \]
Next, we decompose the unknown function $U(x, t)$ into sum of an infinite number of components given by the decomposition series

$$U = \sum_{n=0}^{\infty} U_n,$$  \hspace{1cm} (33)

and the nonlinear term can be decomposed as

$$NU = \sum_{n=0}^{\infty} A_n,$$  \hspace{1cm} (34)

where $A_n$ are Adomian polynomials that are given by

$$A_n = \frac{1}{n!} \left[ \frac{\partial^n}{\partial \lambda^n} N \left( \sum_{i=0}^{n} \lambda^i U_i \right) \right]_{\lambda=0}, \hspace{1cm} n = 0, 1, 2, \ldots \hspace{1cm} (35)$$

Figure 1: The behaviour of the $U(x, t)$ with respect to $x$ and $t$ being obtained, with (a) $\alpha = 1/3$; (b) $\alpha = 1/2$; (c) $\alpha = 1$; (d) exact solution.
The components $U_0, U_1, U_2, \ldots$ are determined recursively by substituting (33) and (34) into (32) leading to

$$\sum_{n=0}^{\infty} U_n = \sum_{k=0}^{m-1} \left( \frac{\partial^k U}{\partial t^k} \right)_{t=0} \frac{t^k}{k!} + J_\alpha^a g(x,t)$$

$$- J_\alpha^a \left[ R \left( \sum_{n=0}^{\infty} U_n \right) + \sum_{n=0}^{\infty} A_n \right].$$

(36)

This can be written as

$$U_0 + U_1 + U_2 + \cdots$$

$$= \sum_{k=0}^{m-1} \left( \frac{\partial^k U}{\partial t^k} \right)_{t=0} \frac{t^k}{k!} + J_\alpha^a g(x,t)$$

$$- J_\alpha^a \left[ R \left( U_0 + U_1 + U_2 + \cdots \right) + (A_0 + A_1 + A_2 + \cdots) \right].$$

(37)

Adomian method uses the formal recursive relations as

$$U_0 = \sum_{k=0}^{m-1} \left( \frac{\partial^k U}{\partial t^k} \right)_{t=0} \frac{t^k}{k!} + J_\alpha^a g(x,t),$$

$$U_{n+1} = - J_\alpha^a \left[ R \left( U_n \right) + A_n \right], \quad n \geq 0.$$  

(38)

5.2. Solution of the Problem. To solve the nonlinear time-fractional Harry Dym equation (22)-(23), we apply the operator $J_\alpha^a$ on both sides of (22) and use result (9) to obtain

$$U = \sum_{k=0}^{1} \frac{t^k}{k!} \left[ D_x^k U \right]_{t=0} + J_\alpha^a \left[ U^3 D_x^3 U \right].$$

(39)

This gives the following recursive relations using (38):

$$U_0 = \sum_{k=0}^{\infty} \frac{t^k}{k!} \left[ D_x^k U \right]_{t=0},$$

$$U_{n+1} = J_\alpha^a \left[ A_n \right], \quad n = 0, 1, 2, \ldots,$$

where

$$\sum_{n=0}^{\infty} A_n (U) = U^3 D_x^3 U.$$  

(40)

(41)

The first few components of Adomian polynomials are given by

$$A_0 (U) = U^3 D_x^3 U_0,$$

$$A_1 (U) = U^3 D_x^3 U_1 + 3 U^2 D_x^1 U_1,$$

$$A_2 (U) = U^3 D_x^3 U_2 + 3 U^2 D_x^1 U_2 + 3 U D_x^0 U_2,$$

$$+ \left( 3 U^2 D_x^1 U_1 + 3 U^2 D_x^0 U_1 \right) D_x^3 U_1,$$

$$\vdots$$

(42)

The components of the solution can be easily found by using the previous recursive relations as

$$U_0 (x,t) = \left( a - \frac{3 \sqrt{b}}{2} x \right)^{2/3},$$

$$U_1 (x,t) = - b^{3/2} \left( a - \frac{3 \sqrt{b}}{2} x \right)^{-1/3} \frac{t^\alpha}{\Gamma (\alpha + 1)},$$

$$U_2 (x,t) = - b^3 \left( a - \frac{3 \sqrt{b}}{2} x \right)^{-4/3} \frac{t^{2\alpha}}{\Gamma (2\alpha + 1)},$$

$$U_3 (x,t) = b^{9/2} \left( a - \frac{3 \sqrt{b}}{2} x \right)^{-7/3} \frac{15}{2} \frac{\Gamma (2\alpha + 1)}{\Gamma (3\alpha + 1)^2} \frac{t^{3\alpha}}{(2\Gamma (\alpha + 1))^2} - 16 \frac{t^{3\alpha}}{\Gamma (3\alpha + 1)},$$

$$\vdots$$

(43)

and so on. In this manner the rest of components of the decomposition solution can be obtained. Thus, the ADM
solution $U(x,t)$ of (22) is given as

$$U(x,t) = \left( a - \frac{3\sqrt{b}}{2} x \right)^{2/3} \left( -b^{3/2} \left( a - \frac{3\sqrt{b}}{2} x \right)^{-1/3} \frac{t^\alpha}{\Gamma(\alpha + 1)} - b^2 \left( a - \frac{3\sqrt{b}}{2} x \right)^{-4/3} \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} + b^{9/2} \left( a - \frac{3\sqrt{b}}{2} x \right)^{-7/3} \times \left( \frac{15}{2} \frac{\Gamma(2\alpha + 1)}{(\Gamma(\alpha + 1))^2} - 16 \right) \frac{t^{3\alpha}}{\Gamma(3\alpha + 1)} + \cdots, \right)$$

which is the same solution as obtained by using HPSTM.

From Table 1, it is observed that the values of the approximate solution at different grid points obtained by the HPSTM and ADM are close to the values of the exact solution with high accuracy at the third term approximation. It can also be noted that the accuracy increases as the order of approximation increases.

### 6. Conclusions

In this paper, the homotopy perturbation sumudu transform method (HPSTM) and the Adomian decomposition method (ADM) are successfully applied for solving nonlinear time-fractional Harry Dym equation. The comparison between the third order terms solution of the HPSTM, ADM, and exact solution is given in Table 1. It is observed that for $t = 1$ and $\alpha = 1$, there is a good agreement between the HPSTM, ADM, and exact solution. Therefore, these two methods are very powerful and efficient techniques for solving different kinds of linear and nonlinear fractional differential equations arising in different fields of science and engineering. However, HPSTM has an advantage over the Adomian decomposition method (ADM) such that it solves the nonlinear problems without using Adomian polynomials. In conclusion, the HPSTM may be considered as a nice refinement in existing numerical techniques and might find wide applications.
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