We introduce and study some metric spaces of increasing positively homogeneous (IPH) functions, decreasing functions, and conormal (upward) sets. We prove that the complements of the subset of strictly increasing IPH functions, of the subset of strictly decreasing functions, and of the subset of strictly conormal sets are $\sigma$-porous in corresponding spaces. Some applications to optimization are given.

1. Introduction

Consider a normed space $X$ equipped with the order relation $\geq$ induced by a convex open cone $C$ such that $\text{cl} C$ is a pointed cone. (More general conic sets $C$ are considered in some parts of the paper.) We study metric spaces of increasing positively homogeneous of degree one (IPH) functions defined on $C$, decreasing nonnegative functions defined on $C$, and conormal (upward) subsets of $C$. Recall that the set $V \subset C$ is called conormal if $(x \in V, y \geq x) \Rightarrow y \in V$. We show that the complements of the subset of strictly increasing IPH functions, of the subset of strictly decreasing functions, and of the subset of strictly conormal sets are $\sigma$-porous in the corresponding spaces. First results of this kind were presented in [10]. We use a modification of some constructions from [10] in this paper.

There are some links between IPH functions, decreasing functions, and conormal sets. These links are based on the following observation: consider a set $V \subset C^* := C \times (0, +\infty)$. Then the following assertions are equivalent.

(1) $V$ is a closed and conormal set.
(2) $V$ is the upper-level set $\{x : p(x) \geq 1\}$ of an IPH function $p$ defined on $C^*$.
(3) $V$ is the epigraph of a lower semicontinuous nonnegative decreasing function $g$ defined on $C$.

Using corresponding bijections we can extend results obtained for metric spaces of IPH functions to metric spaces of conormal sets and decreasing functions.

The main results are obtained for the set $\mathcal{P}_0$ of IPH functions $p$ such that $0 < \inf_{x \in C, \|x\|=1} p(x) \leq \sup_{x \in C, \|x\|=1} p(x) < +\infty$. The number

$$\rho(p, q) = \max \left( \sup_{x \in C} \frac{p(x)}{q(x)}, \sup_{x \in C} \frac{q(x)}{p(x)} \right)$$

(1.1)
can be considered as a natural measure for the estimation of the closeness of functions \( p, q \in \mathcal{P}_0 \). This observation leads to the introduction of the natural metric \( d(p, q) = \ln \rho(p, q) \) on the set \( \mathcal{P}_0 \). It is easy to see that the metric space \((\mathcal{P}_0, d)\) is complete. Note that \( d(p, q) \) does not depend on the “size” of the pair \( p, q \) in the sense that \( d(p, q) = d(\lambda p, \lambda q) \) for all \( \lambda > 0 \). This number describes the distance in terms of the “shape” of this pair. Using above-mentioned bijections we introduce metric spaces of conormal sets and decreasing nonnegative functions and study their properties.

We also discuss applications of the results obtained to the examination of some questions arising in optimization. Consider the set \( H \) of optimization problems \( P(f, g) \):

\[
\text{minimize } f(x) \text{ subject to } g(x) \leq 0, \tag{1.2}
\]

where \( f, g : \mathbb{R}^m \rightarrow \mathbb{R} \) are functions with some properties. Many questions related to problem \( P(f, g) \) can be expressed in terms of the perturbation function \( \beta_{f,g}(y) = \inf_{x : g(x) \leq y} f(x) \). This function is decreasing. We say that problems \( P(f, g) \in H \) and \( P(f', g') \in H \) are equivalent if \( \beta_{f,g} = \beta_{f',g'} \). Thus we can include the set \( \mathcal{H} \) of classes of equivalent pairs of optimization problems in the metric space of decreasing functions. Using results obtained, we can prove that the subset of \( \mathcal{H} \) that consists of pairs \( \pi \) such that at least one problem from \( \pi \) has no solutions on the boundary of the set of feasible elements, is \( \sigma \) -porous in the metric space under consideration.

2. Preliminaries

A set \( C \) in a normed space \( X \) is called conic if \( \lambda x \in C \) for all \( x \in C \) and \( \lambda > 0 \). A convex conic set is called a convex cone. A convex cone \( K \) generates the order relation \( \geq \) on \( X \), namely \( x \geq y \) if \( x - y \in K \). We will write \( x > y \) if \( x \geq y \) and \( x \neq y \). Let \( C \) be a conic set. A function \( p : C \rightarrow \mathbb{R}_+^\infty \) is called positively homogeneous of degree one (PH) if \( p(\lambda x) = \lambda p(x) \) for all \( \lambda > 0 \). Denote by \( \mathcal{B} \) the intersection of \( C \) and the unit ball and by \( \mathcal{I} \) the intersection of \( C \) and the unit sphere:

\[
\mathcal{B} = \{ x \in C : \|x\| \leq 1 \}, \quad \mathcal{I} = \{ x \in C : \|x\| = 1 \}. \tag{2.1}
\]

Clearly each IPH function is completely defined by its trace on \( \mathcal{I} \): if \( p_1, p_2 \) are PH functions and \( p_1(x) = p_2(x) \) for all \( x \in \mathcal{I} \), then \( p_1(x) = p_2(x) \) for all \( x \in C \). Let \( p : C \rightarrow \mathbb{R} \) be a finite PH function. The quantity

\[
\|p\| = \sup \{ |p(x)| : x \in \mathcal{B} \} = \sup \{ |p(x)| : x \in \mathcal{I} \} \tag{2.2}
\]

is called the norm of \( p \). The following simple assertion is well known and can be easily proved.

**Proposition 2.1.** A finite PH function \( p \) defined on a conic set \( C \) is continuous at zero if and only if \( \|p\| < +\infty \).

Let \( C \) be a conic set in a normed space \( X \) with the order relation \( \geq \) induced by a closed convex pointed cone \( K \supset C \). (Recall that \( K \) is called pointed if either \( K \cap (-K) = \emptyset \) or \( K \cap (-K) = \{0\} \).) A function \( p : C \rightarrow \mathbb{R} \) is called increasing if \( x \geq y \Rightarrow p(x) \geq p(y) \).
A function \( p : C \to \mathbb{R} \) is called strictly increasing if \( x > y \Rightarrow p(x) > p(y) \). In this paper, we will study increasing and strictly increasing PH functions. We will use the abbreviation IPH for increasing PH functions. Since the ordering convex cone \( K \) contains \( C \), it follows that \( x \geq 0 \) for each \( x \in C \).

The following proposition holds.

**Proposition 2.2.** Let \( C \) be a conic set with \( \text{int} \, C \neq \emptyset \) and let the order relation \( \geq \) be induced by a closed convex cone \( K \supset C \). Let \( p : C \to \mathbb{R}_{+\infty} \) be an IPH function. Then

(i) \( p \) is nonnegative;

(ii) if there exists \( x \in C \) such that \( p(x) = +\infty \), then \( p(y) = +\infty \) for all \( y \in \text{int} \, C \);

(iii) if there exists \( x \in C \) such that \( p(x) > 0 \), then \( p(y) > 0 \) for all \( y \in \text{int} \, C \).

A proof of Proposition 2.2 for the case \( C = K \) can be found in [3, Proposition 6]. This proof is valid in the general case and we omit it.

We denote by \( \mathcal{P}_* \) the set of all nonnegative PH functions defined on \( C \) and continuous at zero. We assume that \( \mathcal{P}_* \) is equipped with a metric \( d_u \) defined by

\[
d_u(p, q) = \| p - q \| = \sup \{ | p(x) - q(x) | : x \in \mathcal{F} \}. \tag{2.3}
\]

Clearly \( d_u(p, q) = \sup \{ | p(x) - q(x) | : x \in \mathcal{B} \} \). Clearly the metric space \( (\mathcal{P}_*, d_u) \) is complete.

### 3. Metric spaces of equivalent IPH functions

Let \( C \) be a conic set in a normed space \( X \). Consider a conic set \( \mathcal{P} \subset \mathcal{P}_* \) of continuous at zero nonnegative PH functions \( p : C \to \mathbb{R} \). We assume that \( \mathcal{P} \) is closed with respect to uniform convergence on \( \mathcal{F} = \{ x \in C : \| x \| = 1 \} \). We give some examples of a set \( \mathcal{P} \): the set of nonnegative and continuous at zero PH functions, the set of nonnegative continuous PH functions, the set of continuous at zero IPH functions (it is assumed that there is an order relation introduced by a closed convex pointed cone \( K \supset C \)). We say that functions \( p, q \in \mathcal{P} \) are equivalent and write \( p \sim q \) if there exist constants \( 0 < y \leq \Gamma < +\infty \) such that

\[
y p(x) \leq q(x) \leq \Gamma p(x) \quad \forall x \in C. \tag{3.1}
\]

Clearly \( \sim \) is an equivalency relation. Let \( r \in \mathcal{P} \). Consider the class \( \mathcal{P}^r \) of functions equivalent to a function \( r \). It easily follows from the definition of the equivalence that \( \mathcal{P}^r \) is a conic set. Assume in the sequel that \( 0/0 = 0 \). Then the ratio \( p(x)/q(x) \) is finite for all \( x \in C \). If \( p, q \in \mathcal{P}^r \), then

\[
\sup_{x \in C} \frac{p(x)}{q(x)} = \inf \{ y : p(x) \leq y q(x) \ \forall x \in C \} < +\infty, \\
\sup_{x \in C} \frac{q(x)}{p(x)} = \inf \{ y : q(x) \leq y p(x) \ \forall x \in C \} < +\infty. \tag{3.2}
\]

Let

\[
\rho(p, q) = \max \left( \sup_{x \in C} \frac{p(x)}{q(x)}, \sup_{x \in C} \frac{q(x)}{p(x)} \right), \quad p, q \in \mathcal{P}^r. \tag{3.3}
\]
We conclude that eα
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Proposition 3.2. Let (3.13) and (3.14) hold. If from (3.13) that

Proof. Let d(pn, p) → 0. Due to Proposition 3.1 there exists a sequence δn → 0 such that (3.13) and (3.14) hold. It follows from (3.13) that pn(x) ≤ (1 + δn) p(x). Applying (3.14) we conclude that p(x) − pn(x) ≤ δn(1 + δn) p(x). (3.15)
Since \( \sup \{ p(x) : x \in B \} < +\infty \), it follows from (3.13) and (3.15) that \( p_n(x) \to p(x) \) uniformly on \( B \).

Consider the set \( \mathcal{P}_0 \) of functions \( p \in \mathcal{P} \) such that \( \inf \{ p(x) : x \in \mathcal{F} \} > 0 \). Clearly each two functions \( p, q \in \mathcal{P}_0 \) are equivalent and \( \mathcal{P}_0 \) coincides with \( \mathcal{P}^r \) for arbitrary \( r \in \mathcal{P}_0 \). The following assertion demonstrates that the convergence in the space \( (\mathcal{P}_0, d) \) follows from uniform convergence, therefore (see Proposition 3.2) coincides with the uniform convergence.

**Proposition 3.3.** Let \( p_n \in \mathcal{P}_0, n = 1, \ldots \) and let \( p \in \mathcal{P}_0 \). If the sequence \( p_n \) converges to \( p \) uniformly on the set \( \mathcal{F} \), then \( p_n \) converges to \( p \) in the metric space \( (\mathcal{P}_0, d) \).

**Proof.** Let \( c = \inf \{ p(x) : x \in \mathcal{F} \} \). Then \( c > 0 \). Since \( p_n \) converges to \( p \) uniformly on \( \mathcal{F} \), it follows that \( c_n = \inf \{ p_n(x) : x \in \mathcal{F} \} \) for large enough \( n \). Let \( \delta_n \to 0 \) be a sequence such that \( |p_n(x) - p(x)| \leq \delta_n \) for all \( x \in \mathcal{F} \). Then for all \( x \in \mathcal{F} \) and large enough \( n \) we have

\[
 p_n(x) - p(x) \leq \frac{\delta_n}{c} p(x), \quad p(x) - p_n(x) \leq \frac{2\delta_n}{c} p_n(x), \quad x \in \mathcal{F}. \tag{3.16}
\]

Since \( p \) and \( p_n \) are positively homogeneous, it follows that (3.16) holds for all \( x \in C \).

**Proposition 3.4.** The metric space \((\mathcal{P}_0, d)\) is complete.

**Proof.** Let \( p_n \in \mathcal{P}_0 \) be a sequence such that for each \( \epsilon > 0 \) there exists \( N \) with the following property: for all \( n > N \) and all natural \( m \) we have \( d(x_n, x_{n+m}) < \epsilon \). It follows from Proposition 3.1 that for all \( x \in \mathcal{F} \), we have \( p_n(x) < (1 + \delta)p_{n+m}(x) \) and \( p_{n+m}(x) < (1 + \delta)p_n(x) \) with \( \delta = e^\epsilon - 1 \). These inequalities imply

\[
\inf_{x \in \mathcal{F}} p_{n+m}(x) \geq 1/(1 + \delta) \inf_{x \in \mathcal{F}} p_n(x)
\]

and

\[
\sup_{x \in \mathcal{F}} p_{n+m}(x) < (1 + \delta) \sup_{x \in \mathcal{F}} p_n(x), \quad m = 1, \ldots.
\]

It is clear that for each \( x \in C \) there exists \( p(x) = \lim_n p_n(x) \) and \( p \in \mathcal{P}_0 \).

### 4. Porosity results for metric spaces of IPH functions

In this section, we consider a closed subspace \( \mathcal{P} \) of the metric space \((\mathcal{P}_0, d_u)\) (see Section 2 for the definition of this space) that consists of IPH functions. In particular, it can be the set of continuous at zero IPH functions or continuous everywhere IPH functions. Since \( \mathcal{P} \) is closed, it follows that the metric space \((\mathcal{P}, d_u)\) is complete. We will show that under some natural assumptions the complement of the set of strictly increasing PH functions from \( \mathcal{P} \) is \( \sigma \)-porous in the space \((\mathcal{P}, d_u)\).

First we give the definition of porosity and \( \sigma \)-porosity, which will be used in the paper. There are various definitions of porosity (see [6] for references and a discussion). We use the following definition (see, e.g., [1, 2, 5, 10]). Let \((P, d)\) be a complete metric space. Denote the ball \( \{ q \in P : d(p, q) \leq r \} \) by \( B(p, r) \). A set \( \Omega \subset X \) is called porous in \((P, d)\) if there exist \( \epsilon \in (0, 1] \) and \( r_0 > 0 \) such that for each positive \( r < r_0 \) and each \( p \in P \) there exists a ball \( B(\hat{p}, ar) \) of radius \( ar \) such that \( B(\hat{p}, ar) \subset B(p, r) \) and \( B(\hat{p}, ar) \cap \Omega \) is empty. Later on we consider a set \( \Omega \) that is the complement to a set \( P' \). Then \( P \setminus P' \) is porous if there exist \( \alpha > 0 \) and \( r_0 > 0 \) such that for each \( r \in (0, r_0) \) and for each \( p \in P \) an element \( \hat{p} \) can be found for which \( B(\hat{p}, ar) \subset B(p, r) \cap P' \).

A set \( \Omega \) is called \( \sigma \)-porous in \((P, d)\) if \( \Omega \) is a countable union of porous sets.
Assume that the set $\mathcal{P}$ contains a strictly increasing function $l$ such that

$$p + \lambda l \in \mathcal{P} \quad \forall \, p \in \mathcal{P}, \, \lambda > 0.$$  \hfill (4.1)

If $\mathcal{P}$ is a convex cone, then the property (4.1) is valid. We fix such a function $l$ and assume without loss of generality that $\|l\| = 1$. Note that the function $p + \lambda l$ from (4.1) is strictly increasing for each $p \in \mathcal{P}$ and each $\lambda > 0$. The following definition is an extension of the definition given in [10].

**Definition 4.1.** A function $p \in \mathcal{P}$ is called strictly increasing with respect to $l$ if for any positive integer $n$ there exists a $\delta_n > 0$ such that

$$x, y \in \mathcal{B}, \quad x \leq y, \quad l(x) \leq l(y) - \frac{1}{n} \implies p(x) < p(y) - \delta_n.$$  \hfill (4.2)

It is easy to check that each strictly increasing with respect to $l$ function is strictly increasing. Indeed, let $x < y$. Since $l$ is strictly increasing, it follows that there exists $n$ such that $l(x) < l(y) - 1/n$. Then $p(x) < p(y) - \delta_n$, hence $p(x) < p(y)$. Denote by $\mathcal{P}^l$ the set of all strictly increasing with respect to $l$ functions.

**Theorem 4.2.** The set $\mathcal{P} \setminus \mathcal{P}^l$ is $\sigma$-porous in $(\mathcal{P}, d_u)$.

**Proof.** For each positive integer $n$ consider the set $\mathcal{P}_n^l$ of all IPH functions $p \in \mathcal{P}$ such that there exists $\delta_n > 0$ with the property (4.2). It follows from the definition of $\mathcal{P}^l$ that $\mathcal{P}^l = \bigcap_{n=1}^{\infty} \mathcal{P}_n^l$, so

$$\mathcal{P} \setminus \mathcal{P}^l = \bigcup_{n=1}^{\infty} (\mathcal{P} \setminus \mathcal{P}_n^l).$$  \hfill (4.3)

Thus we need to prove that the set $\mathcal{P} \setminus \mathcal{P}_n^l$ is porous in $\mathcal{P}$.

Let $n$ be a natural number. Consider a number $r \in (0, 1]$ and numbers $\alpha$ and $\gamma$ such that

$$0 < \alpha < \frac{1}{2(n + 1)}, \quad \gamma = \alpha(2n + 1)r.$$  \hfill (4.4)

We have

$$\frac{\gamma}{n} = \alpha \left(2 + \frac{1}{n}\right)r > 2\alpha r, \quad \gamma + \alpha r = 2(n + 1)\alpha r < r.$$  \hfill (4.5)

Let $p \in \mathcal{P}$. Consider the function $\bar{p}$ defined on $\mathcal{C}$ by

$$\bar{p}(x) = p(x) + \gamma l(x).$$  \hfill (4.6)
Clearly $\tilde{p} \in \mathcal{P}$. Since $l$ is strictly increasing, it follows that $\tilde{p}$ is also strictly increasing. We now show that $\tilde{p} \in \mathcal{P}_n^{l}$. Indeed, let $x, y \in \mathcal{B}$, $x \leq y$, and $l(x) < l(y) - 1/n$. Then

$$\tilde{p}(y) - \tilde{p}(x) = p(y) - p(x) + \gamma(l(y) - l(x)) \geq \gamma(l(y) - l(x)) \geq \frac{1}{n}.$$  \hspace{1cm} (4.7)

This means that $\tilde{p} \in \mathcal{P}_n^{l}$ with $\delta_n = \gamma/n$. Since $\|l\| = 1$, it follows that $d(p, \tilde{p}) = \gamma$.

Let $q \in \mathcal{P}$ and $d(\tilde{p}, q) < \alpha r$. Using (4.5) we have

$$d(p, q) \leq d(p, \tilde{p}) + d(\tilde{p}, q) \leq \gamma + \alpha r < r,$$  \hspace{1cm} (4.8)

so $B(\tilde{p}, \alpha r) \subset B(p, r)$. We now show that $q \in \mathcal{P}_n^{l}$. Let $x, y \in \mathcal{B}$, $x \leq y$, and $l(x) < l(y) - 1/n$. Since $d(\tilde{p}, q) < \alpha r$, it follows that $q(y) \geq \tilde{p}(y) - \alpha r$ and $-q(x) \geq -\tilde{p}(x) - \alpha r$. Using these inequalities and (4.7) we have

$$q(y) - q(x) \geq \tilde{p}(y) - \tilde{p}(x) - 2\alpha r \geq \frac{1}{n} - 2\alpha r.$$  \hspace{1cm} (4.9)

Let $\delta_n = \gamma/n - 2\alpha r$. It follows from (4.5) that $\delta_n > 0$. Due to (4.9) we have $q \in \mathcal{P}_n^{l}$.

We have proved that $B(\tilde{p}, \alpha r) \subset \mathcal{P}_n^{l}$. This means that $\mathcal{P} \setminus \mathcal{P}_n^{l}$ is a porous set. \hfill \Box

**Remark 4.3.** Porosity results for some metric spaces of increasing functions were established in [10]. The set of IPH functions is a subset of some of these metric spaces, however a porosity result for a whole space does not imply a similar result for its subspaces. Also spaces with uniform metric were not considered in [10].

We now turn to the space $(\mathcal{P}_0, d)$ where $\mathcal{P}_0$ is the set of functions from $\mathcal{P}$ with the property $\inf_{x \in \mathcal{B}} p(x) > 0$ and $d$ is a metric defined by (3.10). We need the following assertion.

**Lemma 4.4.** Let $M$ be a positive number. Then there exist $\alpha > 0$ and $r_0 > 0$ with the following property: for each $r \in (0, r_0)$ there exists a number $\gamma_1 > 0$ such that

$$\gamma_1 + \alpha r < r,$$  \hspace{1cm} (4.10)

$$e^{\alpha r} - 1 < \frac{1}{M} (e^{\gamma_1} - 1).$$  \hspace{1cm} (4.11)

**Proof.** Assume that there exist $\alpha > 0$ and $r_0 > 0$ such that

$$M(e^{\alpha r} - 1) < e^{1-\alpha} - 1, \quad r \in (0, r_0).$$  \hspace{1cm} (4.12)

Then for each $r \in (0, r_0)$ we can find $\gamma_1 \equiv \gamma_1(r) > 0$ such that

$$M(e^{\alpha r} - 1) < e^{\gamma_1} - 1 < e^{(1-\alpha)r} - 1.$$  \hspace{1cm} (4.13)

The left-hand side inequality in (4.13) is equivalent to (4.11). The right-side inequality in (4.13) is equivalent to (4.10). Thus we only need to show that there exist $\alpha > 0$ and $r_0 > 0$ such that (4.12) holds.

Consider function

$$\varphi(r) = e^{1-\alpha} - Me^\alpha, \quad r \geq 0.$$  \hspace{1cm} (4.14)
σ-porosity in monotonic analysis

We have \( \varphi'(r) = e^{(1-\alpha)r} - Me^{\alpha r} \). Choose \( \alpha \) such that \((1-\alpha)/\alpha > M\). Then \( \varphi'(0) = (1-\alpha) - M\alpha > 0 \). Therefore there exists \( r_0 > 0 \) such that \( \varphi(r) > \varphi(0) \) for \( r \in (0, r_0) \). Using (4.14) we have for these \( r \),

\[
e^{(1-\alpha)r} - Me^{\alpha r} > 1 - M, \tag{4.15}
\]

which is equivalent to (4.12).

Assume that the set \( \mathcal{P}_0 \) contains a strictly increasing function \( l \) such that (4.1) holds. We fix this function and assume without loss of generality that \( \|l\| = 1 \). Denote by \( \mathcal{P}_0^l \) the set of all strictly increasing with respect to \( l \) functions from \( \mathcal{P}_0 \) (see Definition 4.1).

**Theorem 4.5.** The set \( \mathcal{P}_0 \setminus \mathcal{P}_0^l \) is σ-porous in \( (\mathcal{P}_0, d) \).

**Proof.** For each natural \( n \) consider the set \( (\mathcal{P}_0)_n \) of all functions \( p \in \mathcal{P}_0 \) such that there exists \( \delta_n > 0 \) with the property (4.2). We have

\[
\mathcal{P}_0^l = \lim_{n \to \infty} (\mathcal{P}_0)_n. \tag{4.16}
\]

For each natural \( m \) consider the set

\[
Q_m = \left\{ p \in \mathcal{P}_0 : \inf_{x \in S} p(x) \geq \frac{1}{m}, \|p\| \leq m \right\}. \tag{4.17}
\]

Since \( \mathcal{P}_0 = \bigcup_{m=1}^{\infty} Q_m \), it follows that

\[
\mathcal{P}_0 \setminus (\mathcal{P}_0)_n = \bigcup_{m=1}^{\infty} \left( Q_m \setminus (\mathcal{P}_0)_n \right). \tag{4.18}
\]

Due to (4.16) we have

\[
\mathcal{P}_0 \setminus \mathcal{P}_0^l = \bigcup_{n=1}^{\infty} \bigcup_{m=1}^{\infty} \left( Q_m \setminus (\mathcal{P}_0)_n \right). \tag{4.19}
\]

Thus, in order to obtain the result, we need to prove that the set \( Q_{m,n} := Q_m \setminus (\mathcal{P}_0)_n \) is porous for each of the positive integers \( n \) and \( m \). We fix natural \( m \) and \( n \). Without loss of generality assume that \( m \geq 2 \). Let \( M = m(4m+1)n \). Due to Lemma 4.4, we can find numbers \( \alpha > 0 \) and \( r_0 > 0 \) such that for each \( r \in (0, r_0) \) there exists \( \gamma_1 \) for which (4.10) and (4.11) hold. We can assume without loss of generality that \( r_0 \leq 1 \). We fix a number \( r \in (0, r_0) \) and consider a number \( \gamma_1 \) corresponding to \( r \). We also need the number

\[
y = \frac{1}{m} \left( e^{\gamma_1} - 1 \right). \tag{4.20}
\]

Note that \( y < 1 \). Indeed due to (4.10), we have \( \gamma_1 \leq (1-\alpha)r < r \leq r_0 \leq 1 \). Hence

\[
y = \frac{1}{m} \left( e^{\gamma_1} - 1 \right) < \frac{1}{m} (e - 1) < 2 \frac{1}{m} \leq 1. \tag{4.21}
\]
Let \( p \in Q_{m,n} \) and \( \tilde{p}(x) = p(x) + yl(x) \) for \( x \in C \). Since (4.1) holds, it follows that \( \tilde{p} \in \mathcal{P}_0 \).

Let \( x, y \in \mathcal{B}, x \leq y, \) and \( l(x) < l(y) - 1/n \). Then

\[
\tilde{p}(y) - \tilde{p}(x) \geq y(l(y) - l(x)) \geq \frac{1}{n},
\]

(4.22)

so \( \tilde{p} \in (\mathcal{P}_0)_n^1 \). Since \( \|l\| = 1, y \leq 1, \) and \( p \in Q_m \), it follows that

\[
\|\tilde{p}\| \leq \|p\| + y \leq \|p\| + 1 \leq m + 1.
\]

(4.23)

We now estimate \( d(p, \tilde{p}) \). Since \( p(x) \leq \tilde{p}(x) \) for all \( x \), it follows that

\[
\rho(p, \tilde{p}) = \sup_{x \in C} \tilde{p}(x) = \sup_{x \in C} \frac{p(x) + yl(x)}{p(x)} = 1 + y \sup_{x \in C} \frac{l(x)}{p(x)} = 1 + y \sup \left\{ \frac{l(x)}{p(x)} : x \in \mathcal{F} \right\}.
\]

(4.24)

Since \( p \in Q_m \), it follows that \( p(x) \geq 1/m \) for \( x \in \mathcal{F} \). Therefore, we have for \( x \in \mathcal{F} \)

\[
\frac{l(x)}{p(x)} \leq \frac{ml(x)}{\|l\| m} = \frac{1}{m}.
\]

(4.25)

Thus \( \rho(p, \tilde{p}) \leq 1 + ym \). It follows from (4.20) that \( 1 + ym = e^{\gamma_1} \). Then

\[
d(p, \tilde{p}) = \ln \rho(p, \tilde{p}) \leq \ln(1 + ym) = \ln e^{\gamma_1} = \gamma_1.
\]

(4.26)

Let \( q \in \mathcal{P}_0 \) and \( d(\tilde{p}, q) < ar \). Since \( \gamma_1 + ar < r \), we have

\[
d(p, q) \leq d(p, \tilde{p}) + d(\tilde{p}, q) < \gamma_1 + ar < r,
\]

(4.27)

so \( B(\tilde{p}, ar) \subset B(p, r) \). Let \( s = e^r - 1 \). Due to Proposition 3.1, we have \( q(x) - p(x) \leq sp(x) \) for all \( x \in C \). Since \( r < r_0 \leq 1 \), it follows that \( s = e^r - 1 \leq e - 1 < 2 \). Since \( p \in Q_m \), we have

\[
q(x) \leq (1 + s)p(x) \leq 3m, \quad x \in \mathcal{B}.
\]

(4.28)

We check that \( B(\tilde{p}, ar) \subset (\mathcal{P}_0)_n^1 \). Let \( q \in B(\tilde{p}, ar) \) and let \( x, y \in \mathcal{B} \) be vectors such that \( x \leq y \) and \( l(x) < l(y) - 1/n \). Due to Proposition 3.1 and the inequality \( d(\tilde{p}, q) < ar \), we have

\[
\tilde{p}(y) - q(y) \leq (e^{ar} - 1)q(y), \quad q(x) - \tilde{p}(x) \leq (e^{ar} - 1)\tilde{p}(x),
\]

(4.29)

hence

\[
q(y) - q(x) \geq \tilde{p}(y) - \tilde{p}(x) - (e^{ar} - 1)(\tilde{p}(x) + q(y)).
\]

(4.30)

Due to (4.22), (4.23), (4.28), and (4.20) we have

\[
q(y) - q(x) \geq \frac{y}{n} - (e^{ar} - 1)(4m + 1) = \frac{(e^{\gamma_1} - 1)}{nm} - (e^{ar} - 1)(4m + 1).
\]

(4.31)
Applying (4.11) we conclude that
\[
\delta_{nm} := \frac{(e^{y_1} - 1)}{nm} - (e^{ar} - 1)(4m + 1) > 0.
\] (4.32)

It follows from (4.31) that \( q \in (\mathcal{P}_0)^i_n \). Thus \( B(\tilde{p}, ar) \subset (\mathcal{P}_0)^i_n \). We have also proved that \( B(\tilde{p}, ar) \subset B(p, r) \). This means that the set \( Q_{m,n} \) is porous. \( \square \)

5. IPH functions and conormal sets

Let \( X \) be a normed space with the norm \( \| \cdot \| \). Let \( C \subset X \) be a convex pointed cone with the nonempty interior \( \text{int} C \). Assume that \( X \) is equipped with the order relation \( \geq \) generated by the closed convex cone \( \text{cl} C \) and the norm \( \| \cdot \| \) is semimonotone with respect to this order. The latter means that there exists \( m > 0 \) such that \( \|x\| \geq m\|y\| \) if \( x \geq y \).\( ^{a} \) Semimonotonicity of the norm is equivalent to the normality of the cone \( \text{cl} C \) (see, e.g., \cite{4}). We fix a point \( y \in \text{int} C \). If the norm \( \| \cdot \| \) is semimonotone, then (see, e.g., \cite{4}) the norm \( \| \cdot \| \) is equivalent to the following norm \( \| \cdot \|_y \):
\[
\|x\|_y = \inf \{ \lambda : x \leq \lambda y, -x \leq \lambda y \}, \quad x \in X.
\] (5.1)

Clearly the norm \( \| \cdot \|_y \) is monotone, that is, \( x_1 \geq x_2 \geq 0 \Rightarrow \|x_1\| \geq \|x_2\| \). Note that the unit ball \( \{x : \|x\|_y \leq 1\} \) coincides with the set \( \{x \in X : -y \leq x \leq y\} \).

Assume without loss of generality that \( \| \cdot \| = \| \cdot \|_y \). It follows from this assumption that \( X \) is equipped with a monotone norm. We have
\[
\mathcal{B} := \{x \in C : \|x\| \leq 1\} = \{x \in C : x \leq y\}.
\] (5.2)

If \( C \) is closed, then \( \mathcal{B} = \{x : 0 \leq x \leq y\} \). If \( C \) is open, then \( \mathcal{B} = \{x : 0 \ll x \leq y\} \) where \( x \ll y \) means that \( x - y \in \text{int} C \). We need the following proposition.

**Proposition 5.1.** Let \( p : C \to \mathbb{R}_+ \) be an IPH function. Then \( p \) is continuous on \( \text{int} C \).

**Proof.** Let \( x_k \to x \in \text{int} C \). Since \( x \in \text{int} C \), it follows that there exists a number \( t \) such that \( tx \geq y \), where \( y \in \text{int} C \) is a reference point which serves for the definition of the norm \( \| \cdot \| = \| \cdot \|_y \). Let \( \varepsilon > 0 \) be a number such that \( 1 - \varepsilon t > 0 \). Then for large enough \( k \), we have
\[
x - \varepsilon tx \leq x - \varepsilon y \leq x_k \leq x + \varepsilon y \leq x + \varepsilon tx.
\] (5.3)

Since \( p \) is IPH, we have
\[
(1 - \varepsilon t)p(x) = p(x - \varepsilon tx) \leq p(x_k) \leq p(x + \varepsilon tx) = (1 + \varepsilon t)p(x).
\] (5.4)

Thus the result follows. \( \square \)

We consider the cone \( C \) as a topological space equipped with the natural topology of a subspace. Denote the closure, interior and boundary of a set \( U \subset C \) by \( \text{cl} C, \text{int} C, \text{bd} C \).

A set \( V \subset C \) is called upward or conormal if \( (x \in V, y \in C, y \geq x) \Rightarrow y \in V \). Consider the Minkowski cogauche \( \nu_V \) of a conormal set \( V \):
\[
\nu_V(x) = \sup \{ \lambda > 0 : x \in \lambda V \}, \quad x \in C.
\] (5.5)
We assume that the supremum of the empty set is equal to 0. The Minkowski cogauge can be defined for an arbitrary coradiant set \( V \). (Recall that \( V \) is coradiant if \( x \in V \Rightarrow \lambda x \in V \) for all \( \lambda \geq 1 \).) A presentation of theory of Minkowski cogauges for coradiant sets and in a finite-dimensional space can be found in [7]. Many results from [7] can be easily generalized to an arbitrary normed space. In particular, if \( V \) is closed (in the topological space \( C \)), then

\[
V = \{ x \in C : \nu_V(x) \geq 1 \}. \tag{5.6}
\]

Let \( V \) be a coradiant set. Then \( \nu_V(x) = 0 \) if and only if ray \( R_x := \{ \nu x : \nu > 0 \} \) does not intersect \( V \) and \( \nu_V(x) = +\infty \) if and only if \( R_x \subset V \). Clearly \( C \) is a coradiant set and \( \nu_C(x) = +\infty \) for all \( x \in C \).

**Proposition 5.2.** Let \( V \) be a conormal set. Then \( \nu_V(x) > 0 \) for each \( x \in \text{int} C \).

**Proof.** Let \( u \in V \). Since \( x \in \text{int} C \), it follows that there exists \( \lambda > 0 \) such that \( \lambda u \leq x \). Since \( V \) is conormal and \( (1/\lambda)x \geq u \), we have \( (1/\lambda)x \in V \). Thus \( \nu(x) \geq \lambda > 0 \).

It is easy to check that the Minkowski cogauge \( \nu_V \) of a coradiant set \( V \) is a positively homogeneous of degree one function.

**Proposition 5.3.** A coradiant set \( V \) is conormal if and only if \( \nu_V \) is increasing.

**Proof.** Let \( V \) be a conormal set and \( x_1 \geq x_2 \). Then \( x_2 \in \lambda V \Rightarrow x_1 \in \lambda V \), so \( \nu_V(x_1) \geq \nu_V(x_2) \). Thus \( \nu_V \) is increasing. Assume now that \( \nu_V \) is increasing. Let \( x_1 \in V \) and \( x_2 \geq x_1 \). Since \( x_1 \in V \), it follows that \( \nu_V(x_1) \geq 1 \). Then \( \nu_V(x_2) \geq \nu_V(x_2) \geq 1 \). This means that \( x_2 \in V \), therefore \( V \) is conormal.

**Corollary 5.4.** A coradiant set \( V \) is conormal if and only if \( \nu_V \) is an IPH function.

Let

\[
\mathcal{V} = \{ x \in C : \|x\| \geq 1 \}. \tag{5.7}
\]

Since \( X \) is equipped with a monotone norm, it follows that the set \( \mathcal{V} \) is conormal. An easy calculation shows that \( \nu_V(x) = \|x\| \) for all \( x \in C \).

Let \( V \) be a closed (in the topological space \( \text{int} C \)) coradiant set. Since the level sets

\[
\{ x \in C : \nu_V(x) \geq r \} = r \{ x \in C : \nu_V(x) \geq 1 \} = r V \tag{5.8}
\]

are closed for all \( r > 0 \) and the level set \( \{ x \in C : \nu_V(x) \geq 0 \} = C \) is also closed, it follows that \( \nu_V \) is an upper semicontinuous (in the topological space \( C \)) function. Conversely, if \( \nu_V \) is upper semicontinuous, then \( V \) is closed.

It is easy to check that

\[
\nu_{(\alpha V)} = \frac{1}{\alpha} \nu_V, \quad \alpha > 0 \tag{5.9}
\]

for a coradiant set \( V \). Indeed, we have for \( x \in C \),

\[
\nu_{(\alpha V)}(x) = \sup \{ \lambda > 0 : x \in (\lambda \alpha)V \} = \sup \{ \frac{\lambda}{\alpha} : x \in \lambda' V \} = \frac{1}{\alpha} \nu_V(x). \tag{5.10}
\]
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Note that if \( V \) is conradiant, then \( rV \subset V \) for \( r \geq 1 \). If \( V_1, V_2 \) are conradiant, then

\[
V_1 \subset V_2 \iff \nu_{V_1} \leq \nu_{V_2}.
\] (5.11)

Indeed, it follows from the inclusion \( \{ \lambda : x/\lambda \in V_1 \} \subset \{ \lambda : x/\lambda \in V_2 \} \).

**Proposition 5.5.** Let \( V \) be a conormal set which does not contain \( \text{int} C \). Then there exists \( r > 0 \) such that \( V \subset rV \) where \( V \) is defined by (5.7).

**Proof.** Let \( z \in \text{int} C \) be a point such that \( z \notin V \). Recall that the norm \( \| \cdot \| = \| \cdot \|_y \) in the space \( X \) is defined by means of the reference point \( y \in \text{int} C \). Since \( z \in \text{int} C \), it follows that there exists \( r > 0 \) such that \( r y \leq z \). Since \( V \) is conormal, we have \( r y \notin V \). Applying (5.2) we conclude that \( rB := \{ x \in C : \| x \| \leq r \} = \{ x \in C : x \leq r y \} \). It follows from conormality of \( V \) that \( rB \cap V = \emptyset \), hence \( V \subset \{ x \in C : \| x \| > y \} \subset rV \). \( \square \)

**Proposition 5.6.** Let \( V \) be a conormal set which does not contain \( \text{int} C \). Then the Minkowski cogauge \( \nu_V \) is continuous at zero.

**Proof.** Due to Proposition 2.1, \( \nu_V \) is continuous at zero if and only if \( \| \nu_V \| = \sup_{x \in B} \nu_V(x) < +\infty \). Since \( B = \{ x \in C : x \leq y \} \) and \( \nu_V \) is an increasing function, it follows that \( \| \nu_V \| = \nu_V(y) \). If \( \nu_V(y) = +\infty \), then (see Proposition 2.2) \( \nu_V(z) = +\infty \) for all \( z \in \text{int} C \). This means that the ray \( R_z \subset V \) for all \( z \in \text{int} C \), that is, \( \text{int} C \subset V \) which contradicts our assumption. This contradiction shows that \( \| \nu_V \| = \nu_V(y) < +\infty \). \( \square \)

It follows from this proposition that the Minkowski cogauge \( \nu_V \) is finite if \( V \) is a conormal set which does not contain \( \text{int} C \).

**Proposition 5.7.** Let \( V \) be a conormal set. Then \( \inf \{ \nu_V(x) : x \in F \} > 0 \) if and only if there exists \( y > 0 \) such that \( V \supset \gamma V \). (Recall that \( F = \{ x \in C : \| x \| = 1 \} \).

**Proof.** Let \( r := \inf \{ \nu_V(x) : x \in F \} > 0 \). Then \( \nu_V(x) \geq r \| x \| = \nu_V(y) \) with \( y = 1/r \), hence \( V \supset \gamma V \) if and only if \( \nu_V(x) : x \in F \) = 1/\( \gamma \) > 0. \( \square \)

Denote by \( \mathcal{N} \) the totality of all closed (in the topological space \( C \)) conormal sets \( V \) that do not contain \( \text{int} C \). If \( V \in \mathcal{N} \), then \( \nu_V \) is a finite lower semicontinuous IPH function which is continuous at zero. On the other hand, a finite IPH lower semicontinuous and continuous at zero function \( p : C \to \mathbb{R} \) coincides with the Minkowski cogauge \( \nu_V \) of the set \( V = \{ x : p(x) \geq 1 \} \). It is easy to check that \( V \in \mathcal{N} \). Let \( \mathcal{P} \) be the set of all IPH lower semicontinuous and continuous at zero functions, and let \( \psi : \mathcal{N} \to \mathcal{P} \) be the mapping defined by \( \psi(V) = \nu_V \). It is well known and can be easily proved that \( \psi \) is a bijection between \( \mathcal{N} \) and \( \mathcal{P} \) and \( \psi^{-1}(p) = \{ x : p(x) \geq 1 \} \).

Using mapping \( \psi \), we can introduce a metric \( d_u \) on the set \( \mathcal{N} \). Namely \( d_u(V_1, V_2) = d_u(\nu_{V_1}, \nu_{V_2}) \). Note that this metric is antihomogeneous, that is, positively homogeneous of degree -1:

\[
d_u(\lambda V_1, \lambda V_2) = \lambda^{-1} d_u(V_1, V_2) \quad \forall \lambda > 0.
\] (5.12)

Since \( (\mathcal{P}, d_u) \) is a complete space, it also follows that \( (\mathcal{N}, d_u) \) is a complete space.

Consider now the space \( \mathcal{N}_m \) of all conormal closed (in \( C \)) sets such that there exists \( m > 0 \) with the property \( V \supset mV \). Let \( \mathcal{P}_0 \) be the subset of \( \mathcal{P} \) which consists of functions
Let $p$ such that $\inf_{x \in \mathcal{N}} p(x) > 0$. Then the restriction of $\psi$ to $\mathcal{N}^0$ is a bijection between $\mathcal{N}^0$ and $\mathcal{P}_0$. Using this restriction we can introduce a metric $d$ on the set $\mathcal{N}_0$, where $d(V_1, V_2) = d(\mathcal{V}_1, \mathcal{V}_2)$ and $d(\mathcal{V}_1, \mathcal{V}_2)$ is defined by (3.10). Note the metric space $(\mathcal{N}_0, d)$ is complete.

Recall that $d(\mathcal{V}, \mathcal{V}) = \ln(\max \rho_1(U, V), \rho_2(U, V))$, where

$$
\rho_1(U, V) = \inf \{ y : y \leq y_{\mathcal{V}} \}, \quad \rho_2(U, V) = \inf \{ y : y \leq y_{\mathcal{V}} \}.
$$

Due to (5.9), (5.11) we have

$$
d(V, U) = \ln \max (\sigma_1(V, U), \sigma_2(V, U)),
$$

where

$$
\sigma_1(V, U) = \inf \{ y : yV \subset U \}, \quad \sigma_2(V, U) = \inf \{ y : yU \subset V \}.
$$

6. Conormal sets and decreasing functions

Let $C$ be a convex cone in a normed space $X$ such that $\text{int} \ C \neq \emptyset$ and the cone $\text{cl} \ C$ is pointed. Assume that $X$ is equipped with the order relation $\geq$ generated by $\text{cl} \ C$ and with the norm $\| \cdot \|_y$ defined by (5.1) with some $y \in \text{int} \ C$. Consider the normed space $X_* = X \times \mathbb{R}$ with the norm $\|(x, \alpha)\| = \max(\|x\|, |\alpha|)$ for $(x, \alpha) \in X_*$. Let $C_* = C \times (0, +\infty)$. Assume that $X_*$ is equipped with the order relation generated by $\text{cl} \ C_*$. Let $y_* = (y, 1)$. We have

$$
\| (x, \alpha) \|_{y_*} = \inf \{ \lambda : x \leq \lambda y, -x \leq \lambda y, \alpha \leq \lambda, -\alpha \leq \lambda \}, \quad (x, \alpha) \in X_*.
$$

It easily follows from this that

$$
\| (x, \alpha) \| = \| (x, \alpha) \|_{y_*}, \quad (x, \alpha) \in X_*.
$$

Let $V \subset C_*$ be a closed conormal set. The function $g_V : C \to [0, +\infty]$ defined by

$$
g_V(x) = \inf \{ \alpha : (x, \alpha) \in V \}, \quad x \in C
$$

is called the lower cover of $V$. (We assume that the infimum over the empty set is equal to $+\infty$.) For a function $g : C \to [0, +\infty]$, we define the domain $\text{dom} g$ and the epigraph $\text{epi} g$ by

$$
\text{dom} g = \{ x \in C : 0 < g(x) < +\infty \}, \quad \text{epi} g = \{ (x, \alpha) \in C \times (0, +\infty) : \alpha \geq g(x) \},
$$

respectively.

**Proposition 6.1** [8, Propositions 6.1 and 6.2]. (1) Let $V \subset C_*$ be a closed conormal set. Consequently, $V$ coincides with the epigraph $\text{epi} g_V$ of the lower cover $g_V$, and $g_V$ is an lsc (in the topological space $C$) and decreasing function.

(2) Let $g : C \to [0, +\infty]$ be an lsc decreasing function. Then the set $V := \text{epi} g$ is closed (in $C_*$) and conormal.
In the rest of this section we assume that $C$ is an open cone, so $C = \text{int } C$. Then also $C^* = \text{int } C^*$. 

Denote by $\mathcal{D}$ the set of lower semicontinuous decreasing functions $g$ defined on $C$ and such that $\text{dom } g$ is not empty. Let $\mathcal{N}_*$ be the totality of conormal closed (in $C_*$) subsets $V$ of $C_*$ such that $V \neq \emptyset$. Let $\chi : \mathcal{D} \to \mathcal{N}_*$ be the mapping defined by

$$\chi(g) = \text{epi } g.$$  \hfill (6.5)

Then $\chi$ is a bijection between $\mathcal{D}$ and $\mathcal{N}_*$. Using this bijection we can define the metric $d_\sigma$ on the set $\mathcal{D}$:

$$d_\sigma(h,g) := d_\sigma(\text{epi } h, \text{epi } g).$$ \hfill (6.6)

We now consider the set $\mathcal{D}_0 \subset \mathcal{D}$ that consists of functions $g \in \mathcal{D}$ such that $\text{dom } g$ is a bounded set and $\lim_{x \to 0} g(x) < +\infty$. (Note that $\lim_{x \to 0} g(x)$ exists since $g$ is a decreasing function defined on $C = \text{int } C$.)

**Proposition 6.2.** $g \in \mathcal{D}_0$ if and only if there exists $m > 0$ such that $\text{epi } g \supset m\mathcal{V}_*$, where $\mathcal{V}_* = \{(x,\lambda) \in C_* : \|(x,\lambda)\| \geq 1\}$.

**Proof.** Let $g \in \mathcal{D}_0$. Since $m_1 := \lim_{x \to 0} g(x) = \sup_{x \in C} g(x) < +\infty$, it follows that $g(x) < +\infty$ for all $x \in C$, hence $\text{dom } g = \{x \in C : g(x) > 0\}$. Due to the definition of the norm $\|(\cdot,\cdot)\| := \|\cdot\|_\gamma$ (see (5.1)), it follows that $\text{dom } g$ is bounded if and only if there exists $m_2 > 0$ such that $x \leq m_2 y$ for all $x \in \text{dom } g$. We also have $g(x) \leq m_1$ for all $x \in \text{dom } g$. Let $y_* = (y,1)$. Since the space $X_*$ is equipped with the norm $\|(\cdot,\cdot)\|_\gamma$ (see (6.2)), it follows that there exists a number $m > 0$ such that $x \in \text{dom } g \Rightarrow \|(x,g(x))\| < m$. We now show that $\text{epi } g \supset m\mathcal{V}_*$. Let $\|(x,\lambda)\| \geq m$. First assume that $x \notin \text{dom } g$. Then $(x,\lambda) \in \text{epi } g$ for all $\lambda > 0$. It follows from this that if $(x,\lambda) \in m\mathcal{V}$, then $(x,\lambda) \in \text{epi } g$. Let $x \in \text{dom } g$, then $g(x) < m$. Let $(x,\lambda) \in m\mathcal{V}$. Then $\|(x,\lambda)\| \geq m$. Since $\|x\| < m$, it follows that $\lambda \geq m > g(x)$, so $(x,\lambda) \in \text{epi } g$.

Assume now that $\text{epi } g \supset m\mathcal{V}_*$ with some $m > 0$. Then the graph $\{(x,g(x)) : x \in \text{dom } g\}$ of the function $g$ is placed in the set $m'\mathcal{B}$ with some $m' > m$. It follows from this that $g \in \mathcal{D}_0$. \hfill $\square$

The restriction of the mapping $\chi$ on $\mathcal{D}_0$ is a bijection between $\mathcal{D}_0$ and the set $\mathcal{N}_{*,0}$ of all subsets from $\mathcal{N}_*$ that contain $m\mathcal{V}_*$ with some $m$. Using this bijection we can introduce the metric $d$ on the set $\mathcal{D}_0$:

$$d(h,g) = d(\text{epi } h, \text{epi } g),$$ \hfill (6.7)

where $d(\text{epi } h, \text{epi } g)$ is defined by (5.14). Due to (5.14) and (5.15), we have

$$d(h,g) = \ln \max (\sigma_1(\text{epi } h, \text{epi } g), \sigma_2(\text{epi } h, \text{epi } g)),$$ \hfill (6.8)

where

$$\sigma_1(\text{epi } h, \text{epi } g) = \inf \{y : y \text{epi } h \subset \text{epi } g\},$$

$$\sigma_2(\text{epi } h, \text{epi } g) = \inf \{y : y \text{epi } g \subset \text{epi } h\}. $$ \hfill (6.9)

We need the following assertion.
Proof. Let \( \gamma \, \text{epig} \subset \text{epih} \) if and only if
\[
yg(x) \geq h(yx), \quad x \in C.
\] (6.10)

It follows from this lemma that
\[
\nu \geq g(x) \geq \frac{1}{\gamma} h(yx),
\] (6.11)
that is, \( \gamma \nu \geq h(yx) \). This means that \( \gamma(x, \nu) \in \text{epih} \).

It follows from the aforesaid that
\[
d(h, g) = \max(\xi_1(h, g), \xi_2(h, g)), \quad h, g \in \mathcal{D}_0,
\] (6.14)
where \( \xi_1(h, g), \xi_2(h, g) \) are defined by (6.12) and (6.13), respectively.

7. Strictly conormal sets and strictly decreasing functions

Let \( C \) be an open convex cone in a Banach space \( X \). Assume that the cone \( \text{cl} C \) is pointed and \( X \) is equipped with the order relation \( \geq \) generated by \( \text{cl} C \). Assume that the norm in \( X \) coincides with the norm \( \| \cdot \|_\gamma \) defined by (5.1) with \( \gamma \in C \). Let \( \mathcal{N} \) be the set of all conormal closed (in \( C \)) subsets of \( C \) that are different from \( C \). It is easy to see that for each \( V \in \mathcal{N} \), the boundary \( \text{bd}_C V \) is nonempty. Indeed, as it is shown in the proof of Proposition 7.1 below, the set \( \{ x : \nu_V(x) = 1 \} \) coincides with \( \text{bd}_C V \).

A conormal set \( U \subset \mathcal{N} \) is called strictly conormal if for each boundary point \( x \in \text{bd}_C U \), the inequality \( z < x \Rightarrow z \notin U \). (By definition, \( z < x \Leftrightarrow z \leq x \) and \( z \neq x \).

Proposition 7.1. Let \( V \in \mathcal{N} \). Then the Minkowski cogauge \( \nu_V \) is strictly increasing if and only if \( V \) is strictly conormal.

Proof. (1) Let \( nu \) be strictly increasing. Due to Proposition 5.1, \( \nu_V \) is continuous on the open cone \( C \). We also have \( V = \{ x \in C : \nu_V(x) \geq 1 \} \). It easily follows from this that \( \text{bd}_C V = \{ x : \nu_V(x) = 1 \} \). Let \( x \in \text{bd}_C V \). If \( z < x \), then \( \nu_V(z) < \nu_V(x) = 1 \), hence \( z \notin V \). We proved that \( V \) is strictly normal.

(2) Let \( V \) be a strictly conormal set and let \( x > z \). Since \( 0 < \lambda := \nu_V(x) < +\infty \), we can consider the elements \( x' = x/\lambda \) and \( z' = z/\lambda \). Clearly \( x' > z' \). Since \( \nu_V(x') = 1 \), it follows that \( x' \in \text{bd}_C V \), therefore \( z' \notin V \). This means that \( \nu_V(z') < 1 \). Due to positive homogeneity of \( \nu_V \), we have \( \nu_V(z) < \nu_V(x) \).

Consider a decreasing function \( g \in \mathcal{D} \) defined on \( C \). Let \( V = \text{epig} \). Then \( V \subset C_* := C \times (0, +\infty) \).
Proposition 7.2 [8, Theorem 7.1]. Let $g \in \mathcal{D}$. The following statements are equivalent:

(i) the set $\text{epi} g$ is strictly conormal;

(ii) the function $g$ is strictly decreasing on the set $\text{dom} g$ and continuous (the latter means that $g(x_n) \to g(x)$ if $x_n \to x$ for all $x \in \text{int} \mathcal{C}$, including $x \notin \text{dom} f$).

Using results of Section 4, we can show that the complements to the totality of strictly conormal sets and the totality of strictly decreasing and continuous functions are $\sigma$-porous in some metrics. Let $\mathcal{C}$ be an open convex cone in Banach space $X$ with a semimonotone norm. Consider sets $\mathcal{N}$, $\mathcal{N}_0$ and $\mathcal{D}$, $\mathcal{D}_0$. The following results follow from Theorem 4.2 and the definition of the metric $d_u$ in $\mathcal{N}$ and $\mathcal{D}$.

Theorem 7.3. Assume that the set $\mathcal{N}$ contains a strictly conormal set. Then the complement to the totality of all strictly conormal sets $U \subset \mathcal{N}$ is $\sigma$-porous in the metric space $(\mathcal{N}, d_u)$.

Theorem 7.4. Assume that the set $\mathcal{D}$ contains a function $g'$ that is strictly decreasing on $\text{dom} g'$ and continuous. Then the complement to the totality of all functions $g \in \mathcal{D}$, that are strictly decreasing on $\text{dom} g$ and continuous, is $\sigma$-porous in the metric space $(\mathcal{D}, d_u)$.

The following results follow from Theorem 4.5 and the definition of the metric $d$ in $\mathcal{N}_0$ and $\mathcal{D}_0$.

Theorem 7.5. Assume that the set $\mathcal{N}_0$ contains a strictly conormal set. Then the complement to the totality of all strictly conormal sets $V \subset \mathcal{N}_0$ is $\sigma$-porous in the metric space $(\mathcal{N}_0, d)$.

Theorem 7.6. Assume that the set $\mathcal{D}_0$ contains a function $g'$ that is strictly decreasing on $\text{dom} g'$ and continuous. Then the complement to the totality of all functions $g \in \mathcal{D}_0$, that are strictly decreasing on $\text{dom} g$ and continuous, is $\sigma$-porous in the metric space $(\mathcal{D}_0, d)$.

8. Application to optimization

We now give some application of the results obtained to optimization. Let $f$ and $g$ be real-valued functions defined on the $n$-dimensional space $\mathbb{R}^n$. Consider the following optimization problem $P(f, g)$:

$$
\text{minimize } f(x) \text{ subject to } g(x) \leq 0, \quad i = 1, \ldots, m.
$$

(8.1)

For each $y \in \mathbb{R}$ consider the set $A(y) = \{ x \in X : g(x) \leq y \}$. We assume that the set $A(0)$ of feasible elements is nonempty, then $A(y)$ is nonempty for all $y \geq 0$. The function $\beta_{f,g}$ defined on $\mathbb{R}_+$ by

$$
\beta_{f,g}(y) = \min \{ f(x) : x \in A(y) \}, \quad y \geq 0
$$

(8.2)

is called the perturbation function of the problem $P(f, g)$. It follows directly from the definition that $\beta_{f,g}$ is a decreasing function and $\beta_{f,g}(0)$ coincides with the optimal value $\inf \{ f(x) : g(x) \leq 0 \}$ of $P(f, g)$.

Remark 8.1. Note that $\beta_{f,g}(0) \geq \beta_{f,g}(y)$ for $y > 0$, so $\beta_{f,g}$ is upper semicontinuous at the origin. Below we impose assumptions that guarantee lower semicontinuity of $\beta_{f,g}$. If these assumptions hold, then $\beta_{f,g}$ is continuous at zero. Sometimes we can consider $\beta_{f,g}$...
as a function defined on \((0, +\infty)\). It follows from the aforesaid that this will not lead to a misunderstanding.

We will use the following assumptions:

1. \(f\) and \(g\) are continuous functions;
2. \(f\) is nonnegative and \(0 = \min_{x \in \mathbb{R}^n} f(x) < \min_{x \in A(0)} f(x)\);
3. \(A(y) = \{x : g(x) < y\}\) for all \(y \geq 0\);
4. the sets \(A(y)\) are compact for \(y \geq 0\).

We discuss assumption (2). The inequality \(\min_{x \in \mathbb{R}^n} f(x) < \min_{x \in A(0)} f(x)\) means that the constraint \(g(x) \leq 0\) is essential: the constrained minimum of \(f\) is greater than its unconstrained minimum. Let \(\tilde{f} : \mathbb{R}^n \to \mathbb{R}\) be an arbitrary continuous function, which attends its global minimum on \(\mathbb{R}^n\) and such that \(\min_{x \in \mathbb{R}^n} \tilde{f}(x) < \min_{x \in A(0)} \tilde{f}(x)\). Let \(f(z) = \tilde{f}(z) - \min_{x \in \mathbb{R}^n} \tilde{f}(x)\). Then assumption (2) holds for the function \(f\). Since the optimization problem \(P(\tilde{f}, g)\) is equivalent to \(P(f, g)\), we can conclude that assumption (2) is not very restrictive.

Assumptions (3) and (4) describe some properties of the constraint \(g\). If \(g(0) < 0\), then the interior of the set \(\text{int} A(0)\) of feasible elements is not empty. The equality \(A(y) = \{x : g(x) < y\}\) can be considered as a certain constraint qualification. If \(g\) is coercive, that is, \(\lim_{\|x\| \to +\infty} g(x) = +\infty\), then assumption (4) holds.

We consider \(\mathbb{R}\) as a Banach space with the norm \(\|x\| = |x|\) and with the open cone \(C = (0, +\infty) \subset \mathbb{R}\). Recall that the set \(\mathcal{D}_0\) consists of all decreasing finite lower semicontinuous functions defined on \(C\) such that the set \(\text{dom} g\) is bounded.

**Proposition 8.2.** The perturbation function \(\beta_{f,g}\) belongs to \(\mathcal{D}_0\).

**Proof.** The decreasing function \(\beta_{f,g}\) is finite since \(\beta_{f,g}(0) < +\infty\). Lower semicontinuity of \(\beta_{f,g}\) follows from compactness of the set \(A(y)\). (See, e.g., [9, Proposition 3.15], where the lower semicontinuity of \(\beta_{f,g}\) at zero is proved. The same proof can also be used for points \(y \neq 0\).) Let \(z\) be a global minimum of \(f\) and let \(y > 0\) be a number such that \(z \in A(y)\). Then \(\beta_{f,g}(y') = 0\) for \(y' > y\), hence \(\text{dom} \beta_{f,g}\) is bounded. \(\square\)

**Proposition 8.3.** Let \(\beta \in \mathcal{D}_0\). Then there exists a problem \(P(f, g)\) such that assumptions (1)–(4) hold and the perturbation function \(\beta_{f,g}\) of \(P(f, g)\) coincides with \(\beta\).

**Proof.** Let \(g\) be a continuous function defined on \(\mathbb{R}^n\) and mapping onto \(\mathbb{R}\) such that assumptions (3) and (4) hold. Let \(f(x) = \beta(g^+(x))\) where \(g^+(x) = \max(g(x), 0)\). Then \(f\) is lower semicontinuous and nonnegative. We also have \(f(x) = 0\) for all \(x\) such that \(g(x) \notin \text{dom} \beta\). Thus \(\min_{x \in \mathbb{R}^n} f(x) = 0\). Let \(y > 0\). Since \(g\) maps onto \(\mathbb{R}\), it follows that there exists \(z \in \mathbb{R}^n\) such that \(g(z) = y\). Since \(\beta\) is decreasing, we have

\[
\beta_{f,g}(y) = \inf \{f(x) : g(x) \leq y\} = \inf \{\beta(g^+(x)) : g(x) \leq y\} = \beta(g(z)) = \beta(y). \tag{8.3}
\]

The following assertion shows that if \(P(f, g)\) has no global minimizers on the boundary of the set of feasible elements, then the perturbation function \(\beta_{f,g}\) is not strictly decreasing on the set \(\text{dom} \beta_{f,g}\).
Consider also a complete metric space \( P \) problem \( f \) is located on the boundary of the set of feasible elements. Hence we can identify an element \( \pi \in \mathcal{H} \) with the function \( \beta_{\pi} \). Hence we can identify \( \mathcal{H} \) with \( \mathcal{D}_0 \). Let

\[
\pi_1, \pi_2 \in \mathcal{H},
\]

where \( d(\beta_{\pi_1}, \beta_{\pi_2}) \) is defined by (6.8). Then the metric space \((\mathcal{H}, d)\) is isometric to \((\mathcal{D}_0, d)\). It is clear that \((\mathcal{H}, d)\) is a complete space.

Let \( \mathcal{H}' \) be the set of classes \( \pi \) of equivalent pairs \((f, g)\) such that \( \pi \) contains at least one pair \((f, g)\) for which \( \min \{f(x) : g(x) \leq 0\} < \min \{f(x) : g(x) = 0\} \) (i.e., the optimization problem \( P(f, g) \) has no solutions on the boundary of the set of feasible elements). Then the function \( \beta_{\pi} \) is not strictly increasing on \( \text{dom} \beta_{\pi} \). It follows from Theorem 7.6 that the following result holds.

**Theorem 8.6.** The set \( \mathcal{H}' \) is \( \sigma \)-porous in \((\mathcal{H}, d)\).

**Remark 8.7.** \( \sigma \)-porosity for optimization problems was studied by Zaslavski \[11\]. Consider a nonempty closed subset \( Z \) of a complete metric space \( X \) such that \( Z = \text{clint} Z \). Consider also a complete metric space \( M \) of continuous functions \( f : X \rightarrow \mathbb{R} \) that are bounded from below on \( Z \) with the metric \( d(f, g) = r(f, g)(1 + r(f, g))^{-1} \) where \( r(f, g) = \sup \{|f(x) - g(x)| : x \in X\} \). The following result holds \[11\].

There exists a set \( \mathcal{F} \subset M \) which is a countable intersection of open everywhere dense subsets such that for each \( f \in \mathcal{M} \) the minimization problem, minimize \( f(x) \) subject to \( x \in C \) has a unique solution which is an interior point of \( C \).

At first glance this result contradicts Theorem 8.6. However, there is no contradiction here. Indeed, metric spaces \( \mathcal{H} \) and \( \mathcal{M} \) are very different. The first of them contains equivalent pairs of optimization problems that satisfy assumptions (1)–(4) and the second contains only objective functions with the fixed set \( C \) of feasible elements. Metrics in
\( \mathcal{H} \) and \( \mathcal{M} \) are also very different. Thus we have a new confirmation of the well-known fact that generic properties strongly depend on the metric space under consideration.
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