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#### Abstract

In this paper, we analyze gradient methods for minimization problems arising in the regularization of nonlinear inverse problems with sparsity constraints. In particular, we study a gradient method based on the subsequent minimization of quadratic approximations in Hilbert spaces, which is motivated by a recently proposed equivalent method in a finite-dimensional setting. We prove convergence of this method employing assumptions on the operator which are different compared to other approaches. We also discuss accelerated gradient methods with step size control and present a numerical comparison of different step size selection criteria for a parameter identification problem for an elliptic partial differential equation.
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1. Introduction. We consider operator equations

$$
\begin{equation*}
K(u)=f \tag{1.1}
\end{equation*}
$$

where $K: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$ is a nonlinear operator between Hilbert spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$. The related inverse problem involves the computation of an approximation to the solution of this operator equation from given noisy data $f^{\delta}$ with

$$
\begin{equation*}
\left\|f-f^{\delta}\right\|_{\mathcal{H}_{2}} \leqslant \delta \tag{1.2}
\end{equation*}
$$

We are particularly interested in the case of ill-posed equations, which need a stabilization by regularization methods for computing stable approximations.

In this paper, we focus on inverse problems where the solution $u$ has a sparse series expansion $u=\sum_{k \in \Lambda} u_{k} \varphi_{k}$ with respect to an orthonormal basis $\left\{\varphi_{k}\right\}_{k \in \Lambda} \subset \mathcal{H}_{1}$, i.e., the series expansion of $u$ has only a small number of non-vanishing coefficients $u_{k}$. Exploiting this sparsity property for a stabilization of the inverse problem, (1.1)-(1.2) leads us to consider the following minimization problem (Tikhonov regularization with sparsity constraint): for a positive regularization parameter $\alpha$, weights $\omega_{k} \geq \omega_{\min }>0$, and an exponent $p \in[1,2]$, consider

$$
\begin{equation*}
\min _{u \in \mathcal{H}_{1}} \frac{1}{2}\left\|K(u)-f^{\delta}\right\|_{\mathcal{H}_{2}}^{2}+\alpha \sum_{k \in \Lambda} \omega_{k}\left|\left\langle u, \varphi_{k}\right\rangle\right|^{p} \tag{1.3}
\end{equation*}
$$

Such an approach yields sparse minimizers of (1.3) for $p=1$. For $1<p<2$, this approach is said to promote sparsity [12]. For most of the paper it is convenient to consider the more general class of minimization problems

$$
\begin{equation*}
\min _{u \in \mathcal{H}_{1}} F(u)+\Phi(u), \tag{1.4}
\end{equation*}
$$

[^0]where $F(u):=S\left(K(u), f^{\delta}\right)$ is a discrepancy functional that measures the difference between $K(u)$ and $f^{\delta}$, and $\Phi(u)$ is some regularizing penalty term. Obviously, (1.3) and (1.4) coincide for $F(u)=\frac{1}{2}\left\|K(u)-f^{\delta}\right\|_{\mathcal{H}_{2}}^{2}$ and $\Phi(u)=\alpha \Phi_{p}(u)$ with
\[

$$
\begin{equation*}
\Phi_{p}(u)=\sum_{k \in \Lambda} \omega_{k}\left|\left\langle u, \varphi_{k}\right\rangle\right|^{p} \tag{1.5}
\end{equation*}
$$

\]

The problem whether such functionals yield regularizations of the underlying inverse problem (i.e., whether minimizers of (1.3) converge to a solution of (1.1) as $\alpha, \delta \rightarrow 0$ ) has been analyzed intensively for linear and nonlinear settings over the last years; see, e.g., [12, 20, 24, 32, 37]. Recent research has concentrated on developing algorithms for computing minimizers of (1.3). Starting with the pioneering paper [12], where convergence of the iterated soft shrinkage algorithm was proven for linear operator equations, several extensions and generalizations to the case of nonlinear operators have been considered; see, e.g., [6, 7, 38]. Most of these algorithms are known to have a linear convergence rate in theory and are quite slow in practice. The present paper aims at proving convergence results for accelerated gradient methods for nonlinear and ill-posed operator equations as well as at comparing numerically different step size selection criteria.

The motivation for the present paper originates in the results of Bredies et al. [6, 8], Beck and Teboulle [5], and Nesterov [35]. In [5, 35], an efficient scheme for computing a minimizer of the problem (1.4) in the case of a general convex $F$ and specific "simple" $\Phi$ is proposed. Although those papers consider the problem in finite-dimensional spaces $\mathbb{R}^{d}$, the proofs carry over to the Hilbert space setting. Nesterov [35] and Beck and Teboulle [5] also introduced accelerated versions of the gradient method and proved that the objective functional decreases with rate $O\left(\frac{1}{n^{2}}\right)$ where $n$ is the iteration counter. These gradient methods are closely related to the generalized conditional gradient method [8] and the generalized projected gradient method [7]. Convergence of this method was proved under fairly general assumptions on $F$ and $\Phi$ and a linear convergence rate was obtained in [7] for the case of $F(u)=\frac{1}{2}\left\|K(u)-f^{\delta}\right\|_{\mathcal{H}_{2}}^{2}$ with a linear operator $K$.

In this paper, we combine the algorithmic approach of [35] with the analytic tools developed in [8]. We consider the problem (1.4) where $F$ can be non-convex, i.e., the problem (1.4) includes regularization of nonlinear, ill-posed problems. The gradient method as introduced in $[5,35]$ as well as some accelerated versions are investigated in a Hilbert space setting. We prove strong convergence of the minimizing sequence generated by the gradient method for the special case of $\Phi=\alpha \Phi_{p}$ with $\Phi_{p}$ defined by (1.5). We want to emphasize that the assumptions on $F$ needed in the proof of convergence are different from those employed in [8].

The remaining part of this paper is organized as follows: in Section 2, we survey different approaches for deriving first order methods for minimizing functionals of type (1.4). Section 3 is devoted to the convergence analysis of a gradient method derived from successive minimization of quadratic approximations, and Section 4 contains a discussion of the choice of step sizes. In Section 5, we analyze two accelerated versions for the case of convex $F$. Finally, the algorithms are implemented and analyzed for a parameter identification problem for an elliptic partial differential equation in Section 6.
2. The basic motivations for gradient descent methods. In this section we summarize several well known approaches for introducing gradient descent methods for the minimization of (1.3) or its generalized version (1.4), respectively. We start by introducing some basic notation.
2.1. Proximal mappings and shrinkage operators. We will frequently need the notion of the proximal mapping, which is a generalization of the orthogonal projection $P_{C}$ onto
closed convex sets $C \subset \mathcal{H}$ : orthogonal projections are defined as solutions of the minimization problem

$$
P_{C}(v)=\underset{u \in C}{\operatorname{argmin}} \frac{\|u-v\|^{2}}{2} .
$$

Using the indicator function $I_{C}$, which takes zero values for $u \in C$ and infinity otherwise, one can rephrase the projection operator as an unconstrained minimization problem $(\lambda>0)$

$$
P_{C}(v)=\underset{u \in \mathcal{H}}{\operatorname{argmin}}\left(\frac{\|u-v\|^{2}}{2}+\lambda I_{C}(u)\right) .
$$

We now replace $I_{C}$ by a general convex, coercive, and lower semi-continuous penalty functional $\Phi$ and define the generalized projection operator, which is called the proximal mapping of $\Phi$, by

$$
P_{\lambda \Phi}(v)=\underset{u \in \mathcal{H}}{\operatorname{argmin}}\left(\frac{\|u-v\|^{2}}{2}+\lambda \Phi(u)\right) .
$$

This minimizer $u$ can be characterized using the subdifferential of $\Phi$; it has to satisfy

$$
0 \in u-v+\lambda \partial \Phi(u) \text { or } v \in(I+\lambda \partial \Phi)(u)
$$

Hence, we obtain a well studied equivalence, see [11],

$$
P_{\lambda \Phi}(v)=(I+\lambda \partial \Phi)^{-1}(v)
$$

The proximal mapping has an explicit expression in terms of shrinkage operators for penalty functionals of the type $\Phi_{p}$ from (1.5). For $1 \leq p<\infty$ and $\tau>0$, define the real valued shrinkage function $S_{\tau, p}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
S_{\tau, p}(x)= \begin{cases}\operatorname{sgn}(x) \max (|x|-\tau, 0) & \text { for } p=1  \tag{2.1}\\ G_{\tau, p}^{-1}(x) & \text { for } p \in(1,2]\end{cases}
$$

where

$$
\begin{equation*}
G_{\tau, p}(x)=x+\tau p \operatorname{sgn}(x)|x|^{p-1} \text { for } 1<p \leqslant 2 \tag{2.2}
\end{equation*}
$$

DEFINITION 2.1. Denote $\omega=\left\{\omega_{k}\right\}_{k \in \Lambda}$, with $\omega_{k} \geqslant \omega_{\text {min }}>0$ for all $k$, and assume that $\left\{\varphi_{k}\right\}_{k \in \Lambda}$ is an orthonormal basis of $\mathcal{H}$. Let $S_{\omega_{k}, p}$ denote the shrinkage functions as given in (2.1). The soft shrinkage operator $\mathbb{S}_{\omega, p}: \mathcal{H} \rightarrow \mathcal{H}$ is then defined as

$$
\mathbb{S}_{\omega, p}(v)=\sum_{k \in \Lambda} S_{\omega_{k}, p}\left(\left\langle v, \varphi_{k}\right\rangle\right) \varphi_{k}
$$

For penalty functionals of type (1.5), we obtain the well known equivalence, see, e.g., [11],

$$
\begin{equation*}
P_{\alpha \Phi_{p}}(v)=\mathbb{S}_{\alpha \omega, p}(v) \tag{2.3}
\end{equation*}
$$

We now state different motivations for gradient type methods for the minimization of (1.3) and (1.4).
2.2. First order optimality conditions and gradient descent methods. The classical approach for designing gradient descent methods is based on the first order optimality conditions. Let

$$
\Theta(u):=\frac{1}{2}\left\|K(u)-f^{\delta}\right\|^{2}+\alpha \Phi_{p}(u)
$$

with $\Phi_{p}$ as in (1.5). The first order optimality condition for a minimizer $u$ is given by

$$
0 \in \partial \Theta(u)=K^{\prime}(u)^{*}\left(K(u)-f^{\delta}\right)+\alpha \partial \Phi_{p}(u)
$$

Multiplying by $\lambda$ and adding $u$ on both sides yields a fixed point relation which has to be satisfied for a minimizer $u$ and for all $\lambda \in \mathbb{R}$

$$
u \in u+\lambda K^{\prime}(u)^{*}\left(K(u)-f^{\delta}\right)+\lambda \alpha \partial \Phi_{p}(u)
$$

Turning this into an iteration and choosing $s=-\lambda$ yields the classical gradient descent method. However, the convergence analysis of this method relies on higher order smoothness properties for $K$ and $\Phi$, which are not met for sparsity constraints. Hence, in our case it is more appropriate to study iteration methods which are obtained in a slightly different way. Reordering the fixed point relation yields

$$
u-\lambda K^{\prime}(u)^{*}\left(K(u)-f^{\delta}\right) \in u+\lambda \alpha \partial \Phi_{p}(u)=\left(I+\lambda \alpha \partial \Phi_{p}\right)(u)
$$

We can turn this into an iteration by demanding that

$$
u^{k}-\lambda K^{\prime}\left(u^{k}\right)^{*}\left(K\left(u^{k}\right)-f^{\delta}\right) \in u^{k+1}+\lambda \alpha \partial \Phi_{p}\left(u^{k+1}\right)=\left(I+\lambda \alpha \partial \Phi_{p}\right)\left(u^{k+1}\right)
$$

The expression on the right-hand side is inverted by the proximal mapping for $\Phi_{p}$, and hence (2.3) yields the iteration

$$
\begin{equation*}
u^{k+1}=\mathbb{S}_{\lambda \alpha \omega, p}\left(u^{k}-\lambda K^{\prime}\left(u^{k}\right)^{*}\left(K\left(u^{k}\right)-f^{\delta}\right)\right) \tag{2.4}
\end{equation*}
$$

This iteration is the most widely used iterated soft shrinkage algorithm as analyzed in [12] for linear operators and, e.g., in $[6,8]$ for nonlinear operators. This procedure can be interpreted as first taking a gradient descent step with respect to $\frac{1}{2}\left\|K(u)-f^{\delta}\right\|^{2}$, i.e., computing $v^{k}=u^{k}-\lambda K^{\prime}\left(u^{k}\right)^{*}\left(K\left(x^{k}\right)-f^{\delta}\right)$, and then taking care of the penalty term by determining the shrinkage

$$
u^{k+1}=S_{\lambda \alpha \omega, p}\left(v^{k}\right)
$$

We could combine some of the parameters $\omega, \alpha$, and $\lambda$ in order to reduce notation. However, these parameters have different meanings: $\omega$ allows to model weighted $\ell_{p}$-spaces and is chosen a priorily, $\alpha$ is a regularization parameter, which has to be chosen carefully, and $\lambda$ is a step size parameter.
2.3. The generalized gradient projection method. We follow the approach described in [7]. Constrained optimization procedures for solving

$$
\min _{u \in C} F(u)
$$

where $C \subset \mathcal{H}$ denotes a convex set, are well established; see, e.g., $[13,14,15,16,19,36]$. Projected gradient methods for solving such a problem generate a sequence $\left\{u^{k}\right\}$ by first
performing a gradient descent step with respect to $F$ followed by a projection $P_{C}$ onto the set $C$, i.e.,

$$
z^{k}=u^{k}-s_{k} F^{\prime}\left(u^{k}\right) \text { and } u^{k+1}=P_{C}\left(z^{k}\right)
$$

with some suitable step size $s_{k}$.
We can rephrase the constrained optimization problem as an unconstrained problem by choosing an arbitrary $\lambda>0$ and using the indicator function $I_{C}$ as before. Replacing the indicator function by a general convex penalty functional $\Phi$ and replacing $P_{C}$ by the proximal mapping $P_{\lambda \Phi}$ yields the following algorithm:

ALGORITHM 2.2 (Generalized gradient projection method).
Choose $u^{0}$ and iterate for $k>0$

1. determine a value $\lambda_{k}$, e.g., $\lambda_{k}=\lambda$ constant for all $k$
2. determine $z^{k}=u^{k}-\lambda_{k} F^{\prime}\left(u^{k}\right)$
3. determine $u^{k+1}=P_{\lambda_{k} \Phi}\left(z^{k}\right)=\operatorname{argmin}_{u \in \mathcal{H}}\left(\frac{\left\|u-z^{k}\right\|^{2}}{2}+\lambda_{k} \Phi(x)\right)$.

We observe that for the special case $\Phi=\alpha \Phi_{p}$, the proximal mapping coincides with the shrinkage operator, and hence by inserting $F(u)=\left\|K(u)-f^{\delta}\right\|^{2} / 2$, we obtain the familiar iterated soft shrinkage algorithm

$$
u^{k+1}=S_{\lambda_{k} \alpha \omega, p}\left(u^{k}-\lambda_{k} K^{\prime}\left(u^{k}\right)^{*}\left(K\left(u^{k}\right)-f^{\delta}\right)\right)
$$

The convergence properties of the generalized projected gradient method has been analyzed in [7] for convex $F$. In particular, a linear convergence rate was shown for linear operators $K$ under additional assumptions.
2.4. The quadratic approximation. Another approach rests on constructing a quadratic approximation of $\Theta=F+\Phi$ at $u^{k}$ and determining the next iterate as the minimizer of this quadratic approximation. This approach, including some clever step size selection criteria and several generalizations, has been studied in [35] in the finite-dimensional case. We will now formulate this approach in a Hilbert space setting.

In this approach, one chooses a $\lambda_{k}>0$ and defines the quadratic approximation by

$$
\Theta_{\lambda}\left(u, u^{k}\right)=F\left(u^{k}\right)+\left\langle F^{\prime}\left(u^{k}\right), u-u^{k}\right\rangle_{\mathcal{H}}+\frac{\lambda_{k}}{2}\left\|u-u^{k}\right\|^{2}+\Phi(u)
$$

By completing squares we obtain

$$
\begin{equation*}
\Theta_{\lambda}\left(u, u^{k}\right)=c\left(u^{k}\right)+\frac{\lambda_{k}}{2}\left\|u-u^{k}+\frac{1}{\lambda_{k}} F^{\prime}\left(u^{k}\right)\right\|^{2}+\Phi(u) \tag{2.5}
\end{equation*}
$$

with a constant $c\left(u^{k}\right)$ not depending on $u$. The minimizer $u$ of this quadratic approximation is again obtained from the first order optimality condition, which states

$$
0 \in \frac{1}{\lambda_{k}} F^{\prime}\left(u^{k}\right)+\left(u-u^{k}\right)+\frac{1}{\lambda_{k}} \partial \Phi(u)
$$

Choosing this minimizer as the next iterate yields, again by using the proximal mapping of $\Phi$ and (2.5), the following algorithm:

ALGORITHM 2.3 (Quadratic approximation).
Choose $u^{0}$ and iterate for $k>0$

1. determine a value $\lambda_{k}$, e.g., $\lambda_{k}=\lambda$ constant for all $k$
2. determine $z^{k}=u^{k}-\frac{1}{\lambda_{k}} F^{\prime}\left(u^{k}\right)$
3. determine $u^{k+1}=P_{\frac{1}{\lambda_{k}} \Phi}\left(z^{k}\right)=\operatorname{argmin}_{u \in \mathcal{H}}\left(\frac{1}{2}\left\|u-u^{k}+\frac{1}{\lambda_{k}} F^{\prime}\left(u^{k}\right)\right\|^{2}+\frac{1}{\lambda_{k}} \Phi(u)\right)$.

We directly see that this iteration coincides with the generalized gradient projection method if $\lambda$ is identified with $\frac{1}{\lambda}$. We want to emphasize that the main achievement of $[5,35]$ is the introduction of a clever rule for choosing $\lambda_{k}$, which on the one hand guarantees a $\lambda$ as small as possible (thus allowing for large gradient steps in Step 2 of the algorithm). On the other hand it is ensured that $\lambda_{k} \geq L$, where $L$ is the Lipschitz constant of $F^{\prime}$, i.e., this ensures that the quadratic approximation always satisfies

$$
\Theta_{\lambda}\left(u, u^{k}\right) \geq \Theta(u)
$$

Also, several accelerated versions of this basic scheme are presented there, e.g., one variant constructs two sequences $\left\{u^{k}\right\}$ and $\left\{z^{k}\right\}$ which are related as follows

1. $u^{k}=z^{k}+t_{k}\left(z^{k}-z^{k-1}\right)$ is a convex combination of $z^{k}$ and $z^{k-1}$
2. $z^{k+1}=P_{\frac{1}{\lambda} \Phi}\left(u^{k}-\frac{1}{\lambda} F^{\prime}\left(u^{k}\right)\right)$,
and $z^{k}$ is shown to approximate the minimizer of the functional.
2.5. The generalized conditional gradient method. The starting point for motivating this iteration is a generalized version of a first order optimality condition; see [8]. This characterizes a minimizer $u$ for $\Theta=F+\Phi$ by

$$
\min _{z \in \mathcal{H}}\left\langle F^{\prime}(u), z\right\rangle_{\mathcal{H}}+\Phi(z)=\left\langle F^{\prime}(u), u\right\rangle_{\mathcal{H}}+\Phi(u)
$$

In other words, if $u^{k}$ is not a stationary point of $\Theta$, then

$$
\left\langle F^{\prime}\left(u^{k}\right), u^{k}\right\rangle+\Phi\left(u^{k}\right)>\min _{z \in \mathcal{H}}\left\langle F^{\prime}\left(u^{k}\right), z\right\rangle+\Phi(z)
$$

This characterization motivates the following gradient method, which is called generalized conditional gradient method.

ALGORITHM 2.4 (Generalized conditional gradient method).
Choose $u^{0}$ with $F\left(u^{0}\right)+\Phi\left(u^{0}\right)<\infty$.
Compute $\left\{u^{k} \mid k>0\right\}$ by

1. determine $z^{k}=\operatorname{argmin}_{z \in \mathcal{H}}\left\langle F^{\prime}\left(u^{k}\right), z\right\rangle_{\mathcal{H}}+\Phi(z)$
2. determine $s_{k}=\operatorname{argmin}_{s \in[0,1]} \Theta\left(u^{k}+s\left(z^{k}-u^{k}\right)\right)$ or set $s_{k}=\bar{s}$ constant for all $k$
3. $u^{k+1}=u^{k}+s_{k}\left(z^{k}-u^{k}\right)$.

Again, we can specify the above algorithm for the case defined in (1.1) and obtain a familiar expression by splitting the Tikhonov functional as follows

$$
\Theta_{\alpha}(u)=\left(\frac{1}{2}\left\|K(u)-f^{\delta}\right\|^{2}-\frac{\lambda}{2}\|u\|^{2}\right)+\left(\frac{\lambda}{2}\|u\|^{2}+\alpha \Phi_{p}(u)\right) .
$$

In this case we have

$$
F(u)=\frac{1}{2}\left\|K(u)-f^{\delta}\right\|^{2}-\frac{\lambda}{2}\|u\|^{2} \text { and } \Phi(u)=\frac{\lambda}{2}\|u\|^{2}+\alpha \Phi_{p}(u)
$$

The minimizer in the first step of the algorithm can now be obtained by considering the first order optimality condition

$$
K^{\prime}\left(u^{k}\right)^{*}\left(K\left(u^{k}\right)-f^{\delta}\right)-\lambda u^{k}+\left(\lambda z+\alpha \partial \Phi_{p}(z)\right)=0
$$

Hence, the minimizer $z$ is given by

$$
z=\mathbb{S}_{(\alpha / \lambda) \omega, p}\left(u^{k}-\frac{1}{\lambda} K^{\prime}\left(u^{k}\right)^{*}\left(K\left(u^{k}\right)-f^{\delta}\right)\right)
$$

and

$$
u^{k+1}=u^{k}+s_{k}\left(\mathbb{S}_{(\alpha / \lambda) \omega, p}\left(u^{k}-\frac{1}{\lambda} K^{\prime}\left(u^{k}\right)^{*}\left(K\left(u^{k}\right)-f^{\delta}\right)\right)-u^{k}\right)
$$

which reduces to the iterated soft shrinkage algorithm as in (2.4) for $s_{k}=1$.
The convergence properties of the generalized conditional gradient method applied to nonlinear operator equations was studied in detail in [6]. In particular, convergence for a fixed value of $s=1$ was shown if $\lambda$ is chosen large enough. However, the assumptions imposed in that paper are different from the ones we are using in the next section.
2.6. Surrogate functional approach. For motivating this approach, we start with the Tikhonov functional

$$
\Theta_{\alpha}(u)=\frac{1}{2}\left\|K(u)-y^{\delta}\right\|^{2}+\alpha \Phi_{p}(u)
$$

The pioneering paper [12], which introduced sparsity constrained regularization techniques to the field of inverse problems, suggested to define a surrogate functional in order to decouple the analytic difficulties stemming from the operator and from the non-standard penalty term. This approach has be extended to nonlinear inverse problems by [38]. The main idea is to introduce

$$
\Theta_{\alpha}^{s}(u, a)=\frac{1}{2}\left\|K(u)-f^{\delta}\right\|^{2}+\frac{\lambda}{2}\|u-a\|^{2}-\frac{1}{2}\|K(u)-K(a)\|^{2}+\alpha \Phi_{p}(u) .
$$

This reduces to the original Tikhonov functional for $a=u$. The minimization of $\Theta_{\alpha}^{s}(x, a)$ with respect to $u$ for a fixed $a$ is assumed to be much easier, since-as can be seen after expanding the norms into scalar products-the quadratic term involving $K(u)$ cancels. The iteration based on this idea suggests the following algorithm:

Algorithm 2.5 (Surrogate functional).
Choose $u^{0}$ with $\frac{1}{2}\left\|K\left(u^{0}\right)-f^{\delta}\right\|^{2}+\Phi_{p}\left(u^{0}\right)<\infty$ and $\lambda$ sufficiently large.
For $k>0$ determine

$$
u^{k+1}=\underset{u \in \mathcal{H}}{\operatorname{argmin}} \Theta_{\alpha}^{s}\left(u, u^{k}\right)
$$

For linear operators, the minimization step can be performed explicitly and leads to a soft shrinkage iteration. For nonlinear operators, the minimizer cannot be computed explicitly in general, and the authors of [38] suggest to use a fixed point iteration based on the first order optimality condition of the surrogate functional. For fixed $u^{k}$, the first order optimality condition of $\Theta_{\alpha}^{s}\left(z, u^{k}\right)$ with respect to $z$ reads as

$$
0 \in K^{\prime}(z)^{*}\left(K^{\prime}(z)-f^{\delta}\right)+\lambda\left(z-u^{k}\right)-K^{\prime}(z)^{*}\left(K(z)-K\left(u^{k}\right)\right)+\alpha \partial \Phi_{p}(z)
$$

The term $K^{\prime}(z)^{*} K(z)$ cancels and we obtain the more familiar expression after reordering

$$
u^{k}-\lambda^{-1} K^{\prime}(z)^{*}\left(K\left(u^{k}\right)-y^{\delta}\right) \in\left(I+\frac{\alpha}{\lambda} \partial \Phi_{p}\right)(z)
$$

Hence, the inner iteration, where we need to find the fixed point defined by the minimization step in the algorithm, is a modified soft shrinkage iteration:

1. choose $z^{0}=u^{k}$
2. iterate $z^{\ell+1}=\mathbb{S}_{(\alpha / \lambda) \omega, p}\left(u^{k}-\lambda^{-1} K^{\prime}\left(z^{\ell}\right)^{*}\left(K\left(u^{k}\right)-f^{\delta}\right)\right)$ until convergence
3. put $u^{k+1}$ equal to the last iterate of $\left\{z^{\ell}\right\}$.

The authors prove convergence of a subsequence to a stationary point for

$$
\lambda \geq 2 \max \left\{\left(\sup _{u \in M}\left\|K^{\prime}(x)\right\|\right)^{2}, L \sqrt{\left\|K\left(u^{0}\right)-f^{\delta}\right\|^{2}+2 \alpha \Phi_{p}\left(u^{0}\right)}\right\}
$$

where $M=\left\{u \in \mathcal{H}: \Phi_{p}(u) \leq \Phi_{p}\left(u^{0}\right)\right\}$ and $L$ is a Lipschitz constant for $K^{\prime}$.
Let us note that the inner iterations also need an evaluation of $K^{\prime}$, hence their numerical costs is of the same order as an iteration step of the conditional gradient projection method. However, the condition on $\lambda$ can be checked more easily. For a numerical comparison of these methods; see [6].
2.7. A comparison of the different gradient descent methods. As we have seen, all previous motivations for introducing an iteration method for minimizing Tikhonov functionals have been-up to different strategies for the selection of the step sizes $\lambda$ and $s$-identical (except for the surrogate approach, which has some kind of implicit gradient step and hence has to use an additional inner fixed point iteration). They all reduce to a version of the iterated soft shrinkage algorithm when applied to functionals of type $\Theta_{\alpha}$ with an $\ell_{p}$-penalty term.

However, they have merits on their own. For instance, the approach via the generalized gradient projection method paves the way to incorporating additional constraints, i.e.,

$$
\min _{u \in C} \frac{1}{2}\left\|K(u)-f^{\delta}\right\|^{2}+\alpha \Phi(u)=\min _{u \in \mathcal{H}} \Theta_{\alpha}(u)+t I_{C}(u) .
$$

For first steps in this direction; see [33].
The quadratic approximation method instead allows to analyze accelerated versions by considering convex combinations and step size selection criteria. Several approaches for linear operator equations have been analyzed so far; see, e.g., [5]. For a comparison of different minimization schemes for linear operator equations; see [34]. However, a thorough analysis of such accelerated versions of the iterated soft shrinkage algorithm for nonlinear operator equations is still missing.

Also, it is not surprising that the respective convergence analysis for these different algorithms use different analytic assumptions. In the following section we will extend the convergence results for the quadratic approximation method.
3. The quadratic approximation method for nonlinear operator equations in Hilbert spaces. The starting point for our investigation is a quadratic approximation method as proposed in $[5,35]$ for convex optimization problems (1.4) in $\mathbb{R}^{n}$. In this section, we analyze the convergence properties of this method in a general Hilbert space setting, moreover we discuss different step size selection criteria in the next section.

We examine the following general minimization problem

$$
\begin{equation*}
\min _{u \in \mathcal{H}}\{\Theta(u):=F(u)+\Phi(u)\}, \tag{3.1}
\end{equation*}
$$

with $F: \mathcal{H} \rightarrow \mathbb{R}$ and $\Phi: \mathcal{H} \rightarrow \mathbb{R}$ under the following assumptions:
Assumption 1 (Assumptions on $H$ and $\Phi$ ).

1. $\mathcal{H}$ is a Hilbert space.
2. $\Phi: \mathcal{H} \rightarrow \mathbb{R}$ is proper, convex, weakly lower semi-continuous, and weakly coercive.

We assume that Assumption 1 holds throughout the paper. Most of the following analysis considers the general problem as stated in (3.1). However, we want to emphasize that we are especially interested in the case $\Phi=\alpha \Phi_{p}$ with $\Phi_{p}$ from (1.5). Accordingly, we will specialize and extend our general results to this particular choice of a penalty functional, e.g., in Lemma 3.2 and 3.8.

Assumption 2 (Assumptions on $F$ and $\Theta$ ).

1. Problem (3.1) has at least one minimizer.
2. $F$ is bounded from below. We may assume $F(u) \geq 0, \forall u \in \mathcal{H}$, without loss of generality.
3. F has a Lipschitz continuous Fréchet derivative, i.e., there exists a constant $L$ such that

$$
\left\|F^{\prime}(u)-F^{\prime}\left(u^{\prime}\right)\right\| \leqslant L\left\|u-u^{\prime}\right\|, \forall u, u^{\prime} \in \mathcal{H}
$$

4. If $u^{n}$ converges weakly to $u$ such that $\Theta\left(u^{n}\right)$ is monotonically decreasing, then there exists a subsequence $\left\{u^{n_{j}}\right\}$ such that

$$
F^{\prime}\left(u^{n_{j}}\right) \rightarrow F^{\prime}(u)
$$

As discussed in the previous section, several methods have been proposed and investigated recently for minimizing functionals of this type (3.1) or more specifically for dealing with Tikhonov regularization for linear and nonlinear inverse problems such as (1.3); see, e.g., [8]. Each of these methods requires particular assumptions for proving its convergence.

Remark 3.1. We discuss the role of the different parts of Assumption 2.

1. Condition 1 of Assumption 2 can be guaranteed if $F$ is bounded below and weakly lower semi-continuous. Another sufficient condition for Condition 1 is given in [8, Lemma 3].
2. Condition 2 of Assumption 2 together with the weak coercivity of $\Phi$ implies the weak coercivity of $F+\Phi$, i.e., $F(u)+\Phi(u) \rightarrow \infty$ as $\|u\| \rightarrow \infty$. It is used to obtain the boundedness of the sequence generated by the gradient method; see Lemma 3.6. Note that this condition is weaker than the coercivity required in [8], i.e., $(F(u)+\Phi(u)) /\|u\| \rightarrow \infty$ as $\|u\| \rightarrow \infty$.
3. Condition 3 of Assumption 2 is used to obtain Lemma 3.4 and the existence of step sizes in the gradient method and its accelerated versions; see Lemma 3.6. From this condition, we have

$$
\left|F(v)-F(u)-\left\langle F^{\prime}(u), v-u\right\rangle\right| \leqslant \frac{L}{2}\|v-u\|^{2}, \forall v, u \in \mathcal{H}
$$

4. Condition 4 of Assumption 2 is needed to obtain the strong convergence of the gradient method; see Theorem 3.10. It is satisfied if $E_{t}:=\{u \in \mathcal{H}: \Phi(u) \leqslant t\}$ is compact for every $t \in \mathbb{R}$ and $F^{\prime}$ is continuous. Indeed, if $u^{n}$ converges weakly to $u$ and $\Theta\left(u^{n}\right)$ is monotonically decreasing, then $\left\{\Phi\left(u^{n}\right)\right\}_{n \in \mathbb{N}}$ is bounded and thus $\left\{u^{n}\right\} \subset E_{t}$ for some $t>0$. Since $E_{t}$ is compact, there is a subsequence $\left\{u^{n_{j}}\right\}$ such that $u^{n_{j}} \rightarrow u$. By continuity of $F^{\prime}$, we have $F^{\prime}\left(u^{n_{j}}\right) \rightarrow F^{\prime}(u)$.
3.1. The quadratic approximation methods in Hilbert spaces. As discussed in the previous section, the main idea of this gradient method is to replace the minimization problem (3.1) by a sequence of minimization problems, $\min _{v \in \mathcal{H}} \Theta_{s^{n}}\left(v, u^{n}\right)$, in which $\Theta_{s^{n}}\left(\cdot, u^{n}\right)$ are strictly convex and the minimization problems are easy to solve. Furthermore, the sequence of minimizers $u^{n+1}=\operatorname{argmin}_{v \in \mathcal{H}} \Theta_{s^{n}}\left(v, u^{n}\right)$ should converge to a minimizer of problem (3.1). For a fixed value of $s>0$, we define the following quadratic approximation of $\Theta(v)=F(v)+\Phi(v)$ at a given point $u$,

$$
\Theta_{s}(v, u):=F(u)+\left\langle F^{\prime}(u), v-u\right\rangle+\frac{s}{2}\|v-u\|^{2}+\Phi(v)
$$

This functional admits a unique minimizer. The operator, which maps $u \in \mathcal{H}$ to the minimizer of $\Theta_{s}(\cdot, u)$ is denoted by $J_{s}: \mathcal{H} \rightarrow \mathcal{H}$. By completing the square we obtain a second characterization

$$
\begin{align*}
J_{s}(u) & :=\underset{v \in H}{\operatorname{argmin}}\left\{\Theta_{s}(v, u)\right\} \\
& =\underset{v \in \mathcal{H}}{\operatorname{argmin}}\left\{\frac{1}{2}\left\|v-\left(u-\frac{1}{s} F^{\prime}(u)\right)\right\|^{2}+\frac{1}{s} \Phi(v)\right\}=P_{\frac{1}{s} \Phi}\left(u-\frac{1}{s} F^{\prime}(u)\right) . \tag{3.2}
\end{align*}
$$



FIG. 3.1. Sketch of the functionals $\Theta(v), \Theta_{s}(v, u)$ and of the operator $J_{s}(u)$.

The sequence of minimizers of these approximations is given by $u^{n+1}=J_{s}\left(u^{n}\right)$. Figure 3.1 provides a sketch of the functionals $\Theta(v), \Theta_{s}(v, u)$ as well as $J_{s}(u)$. An explicit expression for the minimizer of $\Theta_{s}$ in the case of $\Phi=\alpha \Phi_{p}$ can be obtained by the soft shrinkage operator $\mathbb{S}_{\tau, p}$. The following lemma has been obtained in a similar setting in [6, 8, 21].

Lemma 3.2. Let $F$ be Fréchet differentiable and let $\Phi=\alpha \Phi_{p}$ with $\Phi_{p}$ given in (1.5).

1) The unique solution of (3.2) is given by

$$
J_{s}(u)=\mathbb{S}_{\frac{\alpha \omega}{s}, p}\left(u-\frac{1}{s} F^{\prime}(u)\right)
$$

2) If $u^{*} \in \mathcal{H}$ is a minimizer of $\Theta$ defined in (3.1), then the necessary condition for $u^{*}$ is

$$
u^{*}=\mathbb{S}_{\beta \alpha w, p}\left(u^{*}-\beta F^{\prime}\left(u^{*}\right)\right) \text { for any fixed } \beta>0
$$

Additionally, if $F$ is convex, then this necessary condition is also sufficient.
We use this characterization of $J_{s}(u)$, which leads to the following gradient-type iteration for problem (3.1) with $\Phi=\alpha \Phi_{p}$

$$
\begin{equation*}
u^{n+1}=J_{s^{n}}\left(u^{n}\right)=\mathbb{S}_{\frac{\alpha \omega}{s^{n}}, p}\left(u^{n}-\frac{1}{s^{n}} F^{\prime}\left(u^{n}\right)\right) \tag{3.3}
\end{equation*}
$$

The choice of the approximate step sizes $\frac{1}{s^{n}}$ affects the convergence properties of the iteration. This will be discussed in Section 4.

REMARK 3.3. We want to emphasize once more that this iteration coincides with several other gradient descent approaches for minimizing $\Theta$. However, the proofs of convergence
use somewhat different assumptions and the quadratic approximation approach allows us to introduce different step size controls in the next section.

Next, we consider necessary conditions for $s^{n}$ and then examine some convergence properties of this method.
3.2. Some convergence properties. In this section we follow the outline of [5, 35], where equivalent results but in finite-dimensional spaces were proved. The analytic techniques used for the proofs are similar to those of [5, 12].

For the analysis of the gradient method, we need the following result. This is based on the assumption that $\Theta_{s}$ is an approximation to $\Theta$ with stronger local convexity at $u$; see Figure 3.1.

Lemma 3.4. Assume that $F$ is Fréchet differentiable with Lipschitz continuous derivative $F^{\prime}$. Let $u \in \mathcal{H}$ and $s>0$ be such that

$$
\begin{equation*}
\Theta\left(J_{s}(u)\right) \leqslant \Theta_{s}\left(J_{s}(u), u\right) \tag{3.4}
\end{equation*}
$$

Then for any $v \in \mathcal{H}$,

$$
\Theta(v)-\Theta\left(J_{s}(u)\right) \geqslant \frac{s}{2}\left\|J_{s}(u)-u\right\|^{2}+s\left\langle u-v, J_{s}(u)-u\right\rangle-\frac{L}{2}\|v-u\|^{2},
$$

where $L$ is the Lipschitz constant of $F^{\prime}$.
Proof. From (3.4), we have

$$
\Theta(v)-\Theta\left(J_{s}(u)\right) \geqslant \Theta(v)-\Theta_{s}\left(J_{s}(u), u\right)
$$

On the other hand, since $z=J_{s}(u)$ is the minimizer of $\Theta_{s}(., u)$, there exists a $\gamma \in \partial \Phi(z)$ such that

$$
F^{\prime}(u)+s(z-u)+\gamma=0
$$

Now since $F^{\prime}$ is Lipschitz (see Remark 3.1) and $\Phi$ is convex, we have

$$
\begin{align*}
& F(v) \geqslant F(u)+\left\langle F^{\prime}(u), v-u\right\rangle-\frac{L}{2}\|v-u\|^{2}  \tag{3.5}\\
& \Phi(v) \geqslant \Phi(z)+\langle\gamma, v-z\rangle
\end{align*}
$$

Summing the above inequalities yields

$$
\Theta(v) \geqslant F(u)+\left\langle F^{\prime}(u), v-u\right\rangle+\Phi(z)+\langle\gamma, v-z\rangle-\frac{L}{2}\|v-u\|^{2}
$$

Furthermore, by definition of $z=J_{s}(u)$, one has

$$
\Theta_{s}(z, u)=F(u)+\left\langle F^{\prime}(u), z-u\right\rangle+\frac{s}{2}\|z-u\|^{2}+\Phi(z)
$$

From the previous inequality and equality, using $\gamma=-F^{\prime}(u)-s(z-u)$, it follows that

$$
\begin{aligned}
\Theta(v)-\Theta(z) & \geqslant-\frac{s}{2}\|z-u\|^{2}+\left\langle F^{\prime}(u)+\gamma, v-z\right\rangle-\frac{L}{2}\|v-u\|^{2} \\
& =-\frac{s}{2}\|z-u\|^{2}+s\langle u-z, v-z\rangle-\frac{L}{2}\|v-u\|^{2} \\
& =\frac{s}{2}\|z-u\|^{2}+s\langle z-u, u-v\rangle-\frac{L}{2}\|v-u\|^{2}
\end{aligned}
$$

REMARK 3.5.

1. By Remark 3.1, it is easy to show that (3.4) is satisfied if $s \geqslant L$.
2. Additionally, if $F$ is convex, then $F(v) \geqslant F(u)+\left\langle F^{\prime}(u), v-u\right\rangle$. Thus, following the proof above and inserting this stronger inequality into (3.5), we obtain

$$
\Theta(v)-\Theta\left(J_{s}(u)\right) \geqslant \frac{s}{2}\left\|J_{s}(u)-u\right\|^{2}+s\left\langle J_{s}(u)-u, u-v\right\rangle .
$$

This inequality is exactly the one in [5, Lemma 2.3].
We are now in a position to investigate some convergence properties of the gradient method for the problem (3.1), i.e., the convergence properties of the sequence defined by (3.3).

Lemma 3.6. Let $F$ satisfy Conditions 2, 3 of Assumption 2. Assume that the sequence $\left\{u^{n}\right\}$ is defined by (3.3), where the sequence of step sizes $\left\{s^{n}\right\}$ satisfies $s^{n} \in[\underline{s}, \bar{s}]$ with $(0<\underline{s} \leq L \leq \bar{s})$ and

$$
\Theta\left(u^{n+1}\right) \leqslant \Theta_{s^{n}}\left(u^{n+1}, u^{n}\right)
$$

Then the sequence $\Theta\left(u^{n}\right)$ is monotonically decreasing, $\lim _{n \rightarrow \infty}\left\|u^{n+1}-u^{n}\right\|=0$, and the sequence $\left\{u^{n}\right\}$ is bounded.

Proof. The proof follows the idea of Beck and Teboulle [5]. By the hypothesis, we have

$$
\Theta\left(u^{n+1}\right) \leqslant \Theta_{s^{n}}\left(u^{n+1}, u^{n}\right) \leqslant \Theta_{s^{n}}\left(u^{n}, u^{n}\right)=\Theta\left(u^{n}\right)
$$

Thus, the sequence $\Theta\left(u^{n}\right)$ is monotonically decreasing as long as the hypothesis holds.
For each $k=0,1, \ldots, n$, applying Lemma 3.4 with $v=u=u^{k}$ and $s=s^{k}$, we obtain

$$
\begin{aligned}
& \frac{2}{s^{k}}\left(\Theta\left(u^{k}\right)-\Theta\left(u^{k+1}\right)\right) \geqslant\left\|u^{k}-u^{k+1}\right\|^{2} \\
& \frac{2}{\underline{s}}\left(\Theta\left(u^{k}\right)-\Theta\left(u^{k+1}\right)\right) \geqslant\left\|u^{k}-u^{k+1}\right\|^{2}
\end{aligned}
$$

Summing the last inequality over $k=0, \ldots, n$ gives

$$
\frac{2}{\underline{s}}\left(\Theta\left(u^{0}\right)-\Theta\left(u^{n+1}\right)\right) \geqslant \sum_{k=0}^{n}\left\|u^{k}-u^{k+1}\right\|^{2}, \quad \forall n
$$

This implies that the series $\sum_{k=0}^{\infty}\left\|u^{k}-u^{k+1}\right\|^{2}$ converges. As a consequence, we have

$$
\lim _{n \rightarrow \infty}\left\|u^{n+1}-u^{n}\right\|=0
$$

The boundedness of $\left\{u^{n}\right\}$ is a consequence of the decrease of $\left\{\Theta\left(u^{n}\right)\right\}$, the weak coercivity of $\Theta$, i.e., $\Theta(u) \rightarrow \infty$ as $\|u\| \rightarrow \infty$, and Condition 2 of Assumption 2.

The previous lemma implies that the sequence $\left\{u^{n}\right\}$ is bounded. Hence, it must have a weak accumulation point. We now aim at proving that each weak accumulation point is a stationary point of $\Theta$, i.e., it satisfies the necessary condition for a minimizer of $\Theta$. To this end, we only consider the case $\Phi=\alpha \Phi_{p}$.

First, we need the following technical lemma.
Lemma 3.7. Assume that

$$
u^{n}=\mathbb{S}_{\beta^{n} \alpha w, p}\left(v^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)\right)
$$

If both $u^{n}$ and $v^{n}$ converge weakly to $u^{*}, F^{\prime}\left(v^{n}\right)$ converges weakly to $F^{\prime}\left(u^{*}\right)$, and $\beta_{n}>0$, with $\lim _{n \rightarrow \infty} \beta^{n}=\beta^{*}>0$, then

$$
u^{*}=\mathbb{S}_{\beta^{*} \alpha w, p}\left(u^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)\right)
$$

Proof. We first prove the lemma for $p>1$. Using the notation $u_{k}=\left\langle u, \varphi_{k}\right\rangle$, we have that $u_{k}^{n}$ and $v_{k}^{n}$ converge to $u_{k}^{*}$ and $F^{\prime}\left(u^{n}\right)_{k}$ converges to $F^{\prime}\left(u^{*}\right)_{k}$ for all $k \in \Lambda$ when $n \rightarrow \infty$. By assumption it holds that

$$
u^{n}=\mathbb{S}_{\beta^{n} \alpha w, p}\left(v^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)\right)
$$

which is equivalent to

$$
u_{k}^{n}=S_{\beta^{n} \alpha w_{k}, p}\left(v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right), \quad \forall k \in \Lambda
$$

By (2.1) and (2.2), these equations are equivalent to

$$
u_{k}^{n}+p \beta^{n} \alpha \omega_{k} \operatorname{sgn}\left(u_{k}^{n}\right)\left|u_{k}^{n}\right|^{p-1}=v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}, \quad \forall k \in \Lambda .
$$

Taking $n \rightarrow \infty$, we get

$$
u_{k}^{*}+p \beta^{*} \alpha \omega_{k} \operatorname{sgn}\left(u_{k}^{*}\right)\left|u_{k}^{*}\right|^{p-1}=u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}, \quad \forall k \in \Lambda
$$

Therefore we have

$$
u^{*}=\mathbb{S}_{\beta^{*} \alpha w, p}\left(u^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)\right)
$$

We now prove the lemma for $p=1$. By the hypothesis we have that

$$
u^{n}=\mathbb{S}_{\beta^{n} \alpha w, 1}\left(v^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)\right),
$$

which is equivalent to

$$
\begin{equation*}
u_{k}^{n}=\operatorname{sgn}\left(v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right) \max \left(\left|v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right|-\beta^{n} \alpha w_{k}, 0\right), \quad \forall k \in \Lambda \tag{3.6}
\end{equation*}
$$

We denote

$$
\begin{aligned}
& \Gamma_{1}:=\left\{k \in \Lambda:\left|u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right|>\beta^{*} \alpha w_{k}\right\} \\
& \Gamma_{2}:=\left\{k \in \Lambda:\left|u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right|<\beta^{*} \alpha w_{k}\right\} \\
& \Gamma_{3}:=\left\{k \in \Lambda:\left|u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right|=\beta^{*} \alpha w_{k}\right\} .
\end{aligned}
$$

We treat each of these three cases separately. Since $v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k} \rightarrow u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}$ and $\left|v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right|-\beta^{n} \alpha w_{k} \rightarrow\left|u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right|-\beta^{*} \alpha w_{k}$ as $n \rightarrow \infty$ (with $k$ being fixed), we obtain the following:

- If $k \in \Gamma_{1}$, then $v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}$ and $u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}$ have the same sign and $\left|v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right|-\beta^{n} \alpha w_{k}>0$ when $n$ is large enough, and thus the limit of two sides of (3.6) exists and

$$
u_{k}^{*}=\operatorname{sgn}\left(u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right) \max \left(\left|u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right|-\beta^{*} \alpha w_{k}, 0\right), \quad \forall k \in \Gamma_{1}
$$

or

$$
u_{k}^{*}=S_{\beta^{*} \alpha w, 1}\left(u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right), \quad \forall k \in \Gamma_{1}
$$

- If $k \in \Gamma_{2}$, then $\left|v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right|-\beta^{n} \alpha w_{k}<0$ when $n$ is large enough. Thus, (3.6) becomes $u_{k}^{n}=0$. It follows that $u_{k}^{*}=0$ and then

$$
u_{k}^{*}=S_{\beta^{*} \alpha w, 1}\left(u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right), \quad \forall k \in \Gamma_{2}
$$

- If $k \in \Gamma_{3}$, then $v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}$ and $u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}$ have the same sign and are nonzero when $n$ is large enough. Thus, $\frac{u_{k}^{n}}{\operatorname{sgn}\left(v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right)} \rightarrow \frac{u_{k}^{*}}{\operatorname{sgn}\left(u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right)}$ as $n \rightarrow \infty$. From (3.6), we deduce that max $\left(\left|v_{k}^{n}-\beta^{n} F^{\prime}\left(v^{n}\right)_{k}\right|-\beta^{n} \alpha w_{k}, 0\right)$ also converges and its limit is equal to zero. This implies that $u_{k}^{*}=0$ and thus

$$
u_{k}^{*}=S_{\beta^{*} \alpha w, 1}\left(u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right), \quad \forall k \in \Gamma_{3}
$$

Summarizing the above results, we have that

$$
u_{k}^{*}=S_{\beta^{*} \alpha w, 1}\left(u_{k}^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)_{k}\right), \quad \forall k \in \Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3}=\Lambda
$$

and

$$
u^{*}=\mathbb{S}_{\beta^{*} \alpha w, p}\left(u^{*}-\beta^{*} F^{\prime}\left(u^{*}\right)\right) .
$$

Lemma 3.8. Let $F$ satisfy Assumption 2, $\Phi=\alpha \Phi_{p}$, and $\left\{u^{n}\right\}$ be defined in Lemma 3.6. If $u^{*}$ is a weak accumulation point of $\left\{u^{n}\right\}$, then $u^{*}$ is a stationary point of $\Theta$.

Proof. Let $\left\{u^{n_{j}}\right\}_{j \in \mathbb{N}}$ be a subsequence converging weakly to $u^{*}$. By $s^{n} \in[\underline{s}, \bar{s}]$ and Assumption 2, there exists a subsequence of this subsequence (again denoted by $\left\{u^{n_{j}}\right\}$ ) such that $\mathrm{w}-\lim _{j \rightarrow \infty} u^{n_{j}}=u^{*}, F^{\prime}\left(u^{n_{j}}\right) \rightarrow F^{\prime}\left(u^{*}\right)$, and $\lim _{j \rightarrow \infty} s^{n_{j}}=s^{*} \in[\underline{s}, \bar{s}]$. Due to Lemma 3.6, $\left\{u^{n_{j}+1}\right\}$ also converges weakly to $u^{*}$. By (3.3), we have

$$
u^{n_{j}+1}=\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}, p}}\left(u^{n_{j}}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{n_{j}}\right)\right) .
$$

By Lemma 3.7, we obtain

$$
u^{*}=\mathbb{S}_{\frac{\alpha \omega}{s^{*}}, p}\left(u^{*}-\frac{1}{s^{*}} F^{\prime}\left(u^{*}\right)\right) .
$$

By Lemma 3.2, $u^{*}$ is a stationary point of $\Theta$.
Next, we shall prove that the sequence $\left\{u^{n}\right\}_{n \in \mathbb{N}}$ has a strongly convergent subsequence. To this end, we need the following generalization of the result in [12, Lemma 3.18].

Lemma 3.9. Let $\left\{h^{n}\right\} \subset \mathcal{H}$ be uniformly bounded and $\left\{d^{n}\right\} \subset \mathcal{H}$ converge weakly to zero. If $s^{n} \in[\underline{s}, \bar{s}]$ and $\lim _{n \rightarrow \infty}\left\|\mathbb{S}_{\frac{\alpha w}{s^{n}}, p}\left(h^{n}+d^{n}\right)-\mathbb{S}_{\frac{\alpha w}{s^{n}}, p}\left(h^{n}\right)-d^{n}\right\|=0$, then $\left\|d^{n}\right\| \rightarrow 0$ for $n \rightarrow \infty$.

Proof. This lemma can be proven similar to [12, Lemma 3.18].
Theorem 3.10. Let $F$ satisfy Assumption 2, $\Phi=\alpha \Phi_{p}$, and let $\left\{u^{n}\right\}$ be defined as in Lemma 3.6. Then the sequence $\left\{u^{n}\right\}$ has a subsequence that converges strongly to $a$ stationary point $u^{*}$ of $\Theta$.

Proof. Let $\left\{u^{n_{j}}\right\}_{j \in \mathbb{N}}$ be the subsequence of $\left\{u^{n}\right\}$ defined in the proof of Lemma 3.8. Hence, $u^{*}$ is a stationary point of $\Theta$, and by Lemma 3.2 we have

$$
u^{*}=\mathbb{S}_{\alpha \omega \beta, p}\left(u^{*}-\beta F^{\prime}\left(u^{*}\right)\right)
$$

for any fixed $\beta>0$. We denote $d^{n_{j}}=u^{n_{j}}-u^{*}$ and $h^{n_{j}}=u^{*}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{*}\right)$. Due to Lemma 3.6, we have that $\lim _{j \rightarrow \infty}\left\|d^{n_{j}+1}-d^{n_{j}}\right\|=0$. Using the previous equation for $u^{*}$
with $\beta=\frac{1}{s^{n_{j}}}$, we get

$$
\begin{align*}
d^{n_{j}}-d^{n_{j}+1}= & d^{n_{j}}+u^{*}-\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}}, p}\left(u^{n_{j}}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{n_{j}}\right)\right) \\
= & d^{n_{j}}+\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}}, p}\left(u^{*}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{*}\right)\right)-\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}}, p}\left(u^{n_{j}}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{n_{j}}\right)\right) \\
= & d^{n_{j}}+\mathbb{S}_{\frac{\alpha \omega}{s^{n}, p}, p}\left(h^{n_{j}}\right) \\
& \quad-\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}, p}}\left(u^{*}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{n_{j}}\right)+d^{n_{j}}\right)  \tag{3.7}\\
& +\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}, p}}\left(u^{*}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{*}\right)+d^{n_{j}}\right)  \tag{3.8}\\
& \quad-\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}}, p}\left(u^{*}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{*}\right)+d^{n_{j}}\right) .
\end{align*}
$$

We consider now the sum of (3.7) and (3.8). By Assumption 2, the nonexpansiveness of $\mathbb{S}$ (see, for example [12]) and $s^{n_{j}} \rightarrow s^{*}$, we have

$$
\begin{aligned}
\left\|\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}}, p}\left(u^{*}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{n_{j}}\right)+d^{n_{j}}\right)-\mathbb{S}_{\frac{\alpha \omega}{s^{n_{j}}}, p}\left(u^{*}-\frac{1}{s^{n_{j}}} F^{\prime}\left(u^{*}\right)+d^{n_{j}}\right)\right\| \\
\leqslant \frac{1}{s^{n_{j}}}\left\|F^{\prime}\left(u^{n_{j}}\right)-F^{\prime}\left(u^{*}\right)\right\| \rightarrow 0 \quad(j \rightarrow \infty)
\end{aligned}
$$

Consequently, combining $\left\|d^{n_{j}}-d^{n_{j}+1}\right\| \rightarrow 0$ as $j \rightarrow \infty$ and the last inequality, we observe that

$$
\lim _{j \rightarrow \infty}\left\|\mathbb{S}_{\frac{\alpha w}{s^{n_{j}}}, p}\left(h^{n_{j}}+d^{n_{j}}\right)-\mathbb{S}_{\frac{\alpha w}{s^{n_{j}}}, p}\left(h^{n_{j}}\right)-d^{n_{j}}\right\|=0 .
$$

Applying Lemma 3.9 where the sequences $\left\{h^{n}, d^{n}\right\}$ are replaced by $\left\{h^{n_{j}}, d^{n_{j}}\right\}$, we obtain the desired result.

REMARK 3.11.

- A similar result as in Theorem 3.10 has been obtained in $[6,8]$ for constant stepsizes $\left(1 / s^{n}=s\right)$ under different assumptions on $F$ and $\Phi$; see [8, Theorem 1].
- For finite-dimensional spaces $\mathcal{H}$, the above results have been obtained implicitly in [35, Theorem 5] under the strong convexity condition for $\Theta$. In that case, even a linear convergence rate of $\left\{u^{n}\right\}$ can be proved.
- A linear convergence rate of $\left\{u^{n}\right\}$ has also been obtained in [7] under the following conditions: $\Theta=F+\Phi$ is coercive, $F$ is convex, and the sequence $\left\{u^{n}\right\}$ satisfies $\left\|u^{n}-u^{*}\right\| \leqslant c r^{n}$, where $u^{*}$ is a minimizer of $\Theta$ and $r^{n}:=\Theta\left(u^{n}\right)-\Theta\left(u^{*}\right)$.
In our setting, we do not impose the condition $\left\|u^{n}-u^{*}\right\| \leqslant c r^{n}$ for proving convergence rates for $\left\{u^{n}\right\}$ in this paper. Instead, we are aiming at weaker results concerning the decay rate of the functional values $\Theta\left(u^{k}\right)$.

THEOREM 3.12. Let $F$ be convex and satisfy the Conditions $1-3$ of Assumption 2, and let $\left\{u^{n}\right\}$ be defined as in Lemma 3.6. Then for any $n \geqslant 1$

$$
\Theta\left(u^{n}\right)-\Theta\left(u^{*}\right) \leqslant \frac{\bar{s}\left\|u^{0}-u^{*}\right\|^{2}}{2 n}
$$

where $u^{*}$ is a minimizer of $\Theta$.
Proof. Since $F$ is convex, we obtain the same inequality as in [5, Lemma 2.3] by Remark 3.5. Thus, the proof is obtained as in [5, Lemma 3.1].
4. A step size selection criterion. As analyzed in the previous section, the quadratic approximation method converges when the parameters $s^{n}$ satisfy the conditions stated in Lemma 3.6. We note that Remark 3.1 implies that $s \geqslant L$ yields

$$
\left|F(v)-F(u)-\left\langle F^{\prime}(u), v-u\right\rangle\right| \leqslant \frac{s}{2}\|v-u\|^{2}
$$

Hence, with $s \geqslant L$ we obtain

$$
\Theta(v)=F(v)+\Phi(v) \leqslant F(u)+\left\langle F^{\prime}(u), v-u\right\rangle+\frac{s}{2}\|v-u\|^{2}+\Phi(v)=\Theta_{s}(v, u)
$$

and thus the conditions in Lemma 3.6 are always satisfied if $s^{n} \geqslant L$ for all $n$.
It is well known that the choice of step sizes $s^{n}$ affects the convergence of the gradient method; see, for example, [6]. Some strategies for choosing these parameters in the context of quadratic approximations in finite-dimensional spaces were proposed in [5, 35]. However, we follow a different approach. Let us have a closer look at the iteration (3.3). It is easy to see that — neglecting the soft shrinkage operator $\mathbb{S}$ — the parameters $\frac{1}{s^{n}}$ are the step sizes of the classical gradient method for the minimization problem $\min _{u \in \mathcal{H}} F(u)$. Therefore, we suggest to first compute an intermediate step size $t^{n}$ by

$$
\begin{equation*}
t^{n}:=\underset{t>0}{\operatorname{argmin}} F\left(u^{n}-t F^{\prime}\left(u^{n}\right)\right) \tag{4.1}
\end{equation*}
$$

Imposing a lower and upper bound on the step size $s^{n}$ then yields a first guess for the step size

$$
\frac{1}{s^{n}}=P_{\left[\bar{s}^{-1}, \underline{s}^{-1}\right]}\left(t^{n}\right):=\max \left(\min \left(t^{n}, \underline{s}^{-1}\right), \bar{s}^{-1}\right)
$$

We then check whether the condition in Lemma 3.6, i.e., $\Theta\left(u^{n+1}\right) \leqslant \Theta_{s^{n}}\left(u^{n+1}, u^{n}\right)$, is satisfied. We retain $s^{n}$ if the condition is satisfied, otherwise we repeatedly reduce $1 / s^{n}$ by a factor $q<1$. Note that the problem (4.1) does not need to be solved exactly. We only need an efficient strategy for approximating this minimizer. For this purpose, we use the Barzilai-Borwein rule proposed in [4]

$$
\begin{equation*}
\frac{1}{s^{n}}=P_{\left[\bar{s}^{-1}, \underline{s}^{-1}\right]}\left(\frac{\left\langle u^{n}-u^{n-1}, F^{\prime}\left(u^{n}\right)-F^{\prime}\left(u^{n-1}\right)\right\rangle}{\left\langle F^{\prime}\left(u^{n}\right)-F^{\prime}\left(u^{n-1}\right), F^{\prime}\left(u^{n}\right)-F^{\prime}\left(u^{n-1}\right)\right\rangle}\right) . \tag{4.2}
\end{equation*}
$$

By this strategy, we summarize the quadratic approximation method with step size control in the following algorithm:

| Algorithm 1 |  |
| :--- | :--- |
| Initiation: | Initial guess $u^{0}$ such that $\Theta\left(u^{0}\right)<\infty, s^{0} \in[\underline{s}, \bar{s}](0<\underline{s} \leq L / q \leq \bar{s})$, <br> and $q<1$. |
| Iteration: | for $n=0,1,2, \ldots$ <br>  <br>  <br>  <br>  <br>  <br>  <br>  <br>  <br> 1. $u^{n+1}=J_{s^{n}}\left(u^{n}\right)$. <br> 2. $\Theta\left(u^{n+1}\right)>\Theta_{s^{n}}\left(u^{n+1}, u^{n}\right)$ and $s^{n} \in[\underline{s}, \bar{s}]$ <br> 2. $\frac{1}{s^{n+1}}=\frac{1}{s^{n}} q ;$ go to Step 1. <br> end by (4.2). |
| Output: | the output of the algorithm is $u=u_{\text {lim }}$. |

## REMARK 4.1.

1. Together with Remark 3.1, the assumption in the initialization, $\bar{s} \geqslant L / q$, guarantees that $\Theta\left(u^{n+1}\right) \leq \Theta_{s^{n}}\left(u^{n+1}, u^{n}\right)$ is always satisfied after a finite number of updates $\frac{1}{s^{n}}=\frac{1}{s^{n}} q$. Hence, we do not need the condition $s^{n} \in[\underline{s}, \bar{s}]$ in the algorithm. It is included in case that $L$ is not known. This remark is also relevant for the next accelerated versions.
2. If $F: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is convex then Algorithm 1 for (3.1) is similar to the gradient method in [35] and to ISTA in [5]. The only difference is the criterion for choosing $s^{n}$.
3. For a fixed step size $s^{n}=s$, the proposed algorithm is also identical to the generalized conditional gradient method with $\lambda=1$; see Remark 3.3.
4. Some accelerated versions. In this section, we aim at presenting two accelerated schemes of the quadratic approximation method, which, however, require stronger assumptions. Hence, in this section we assume that $F$ in (3.1) is convex. This assumption has also been analyzed in [5, 35] for finite-dimensional spaces. There the authors proposed two accelerated versions and proved a convergence rate for the values of the objective functional of order $O\left(\frac{1}{n^{2}}\right)$. This convergence rate is known to be optimal for algorithms that are based on first order schemes, i.e., for algorithms using only the values of the objective functional $\Theta$ and its gradient [2, 5, 35, 40]. Similarly, we present accelerated versions for the problem (3.1) in a general Hilbert space setting.

The first accelerated algorithm of the gradient method for the problem (3.1) is motivated by [5] and is presented in Algorithm 2.

| Algorithm 2 |  |
| :---: | :---: |
| Initiation: | Initial guess $y^{0} \in \operatorname{dom}(\Phi), s^{0} \in[\underline{s}, \bar{s}](0<\underline{s} \leq L / q \leq \bar{s})$, and $t_{0}=1, q<1$. |
| Iteration: | for $n=0,1,2, \ldots$ <br> 1. $u^{n}=J_{s^{n}}\left(y^{n}\right)$ <br> 2. If $\Theta\left(u^{n}\right)>\Theta_{s^{n}}\left(u^{n}, y^{n}\right)$ and $s^{n} \in[\underline{s}, \bar{s}]$ then $\frac{1}{s^{n}}=\frac{1}{s^{n}} \cdot q ;$ go to Step 1. <br> 3. $t_{n+1}=\frac{1+\sqrt{1+4 t_{n}^{2}}}{2}$ <br> 4. $y_{n+1}=u^{n}+\left(\frac{t_{n}-1}{t_{n+1}}\right)\left(u^{n}-u^{n-1}\right)$ <br> 5. $s^{n+1}=s^{n}$ <br> end |
| Output: | the output of the algorithm is $u=u_{\text {lim }}$. |

The convergence rate for the values of the objective functional $\Theta$ for this algorithm is given in the following theorem.

THEOREM 5.1. Let $F$ be convex and satisfy the Conditions $1-3$ of Assumption 2. Let $\left\{u^{n}\right\}$ be generated by Algorithm 2 and $u^{*}$ be a minimizer of problem (3.1). Then for any $n \geqslant 1$

$$
\Theta\left(u^{n}\right)-\Theta\left(u^{*}\right) \leqslant \frac{C\left\|u^{0}-u^{*}\right\|^{2}}{(n+1)^{2}} \quad(C=2 L / q)
$$

Proof. By Remark 3.5, we obtain the same inequality as in [5, Lemma 2.3] and we proceed as in the proof of [5, Theorem 4.3].

The second accelerated algorithm presented in Algorithm 3 is motivated by [35]. Note that in [35], the author proposed this algorithm for a general functional $\Phi$ in finite-dimensional spaces. Here we apply it for a specific functional $\Phi=\alpha \Phi_{p}$, but we extend it to the Hilbert
space setting. In the context of problem (3.1) with $\Phi=\alpha \Phi_{p}$, the solution $v^{n}$ in Step 6 of Algorithm 3 is given explicitly in the following lemma.

Lemma 5.2. Let $\psi_{n}(u)$ be as in Step 6 of Algorithm 3. Then, $v^{n}=\operatorname{argmin}_{u \in H} \psi_{n}(u)$ is given by

$$
v^{n}=\mathbb{S}_{\alpha A_{n}, p}\left(u^{0}-\sum_{k=1}^{n} a_{k} F^{\prime}\left(u^{k}\right)\right)(n>0)
$$

Proof. The initial quadratic approximation is defined as $\psi_{0}(u)=\frac{1}{2}\left\|u-u^{0}\right\|^{2}$. The following iterates satisfy

$$
\psi_{n}(u)=\frac{1}{2}\left\|u-u^{0}\right\|^{2}+\sum_{k=1}^{n} a_{k} \Phi(u)+\sum_{k=1}^{n} a_{k}\left(F\left(u^{k}\right)+\left\langle F^{\prime}\left(u^{k}\right), u-u^{k}\right\rangle\right)
$$

Now, the proof is similar to that of Lemma 3.2.
REMARK 5.3. From the formula of $v^{n}$, it seems that Algorithm 3 is a method with "infinite memory". In fact, it is not since we can define a variable $z^{n}$ with the initial value $z^{0}:=u^{0}$ and Step 6 of Algorithm 3 is replaced by

$$
z^{n+1}:=z^{n}-a_{n+1} F^{\prime}\left(u^{n+1}\right), v^{n+1}=\mathbb{S}_{\alpha A_{n+1}, p}\left(z^{n+1}\right)
$$

## Algorithm 3

| Initialization: | Initial guess $u^{0} \in \operatorname{dom}(\Phi), A_{0}=0, v^{0}=u^{0}$, $s^{0} \in[\underline{s}, \bar{s}](0<\underline{s} \leq L / q \leq \bar{s})$, and $\psi_{0}(u)=\frac{1}{2}\left\\|u-u^{0}\right\\|^{2}$. |
| :---: | :---: |
| Iteration: | for $n=0,1,2, \ldots$ <br> 1. $a_{n+1}=\frac{1+\sqrt{1+2 A_{n} s^{n}}}{s^{n}}$ <br> 2. $y^{n}=\frac{A_{n} u^{n}+a_{n+1} v^{n}}{A_{n}+a_{n+1}}$ <br> 3. $u^{n+1}=J_{s^{n}}\left(y^{n}\right)$ <br> 4. If $\left\\|F^{\prime}\left(u^{n+1}\right)-F^{\prime}\left(y^{n}\right)\right\\|^{2}>s^{n}\left\langle F^{\prime}\left(y^{n}\right)-F^{\prime}\left(u^{n+1}\right), y^{n}-u^{n+1}\right\rangle$ and $s^{n} \in[\underline{s}, \bar{s}]$ then $\frac{1}{s^{n}}=\frac{1}{s^{n}} . q$; go to Step 1 <br> 5. $\begin{aligned} & \frac{1}{s^{n+1}}=P_{\left[\bar{s}^{-1}, \underline{s}^{-1}\right]} \frac{\left\langle u^{n+1}-y^{n}, F^{\prime}\left(u^{n+1}\right)-F^{\prime}\left(y^{n}\right)\right\rangle}{\left\langle F^{\prime}\left(u^{n+1}\right)-F^{\prime}\left(y^{n}\right), F^{\prime}\left(u^{n+1}\right)-F^{\prime}\left(y^{n}\right)\right\rangle} \\ & A_{n+1}=A_{n}+a_{n+1} \end{aligned}$ <br> 6. $v^{n+1}=\operatorname{argmin}_{u \in \mathcal{H}} \psi_{n+1}(u)$ with $\begin{aligned} \psi_{n+1}(u)= & \psi_{n}(u) \\ & +a_{n+1}\left(F\left(u^{n+1}\right)+\left\langle F^{\prime}\left(u^{n+1}\right), u-u^{n+1}\right\rangle+\Phi(u)\right) \end{aligned}$ <br> end |
| Output: | the output of the algorithm is $u=u_{l i m}$. |

Finally, the convergence rate for the values of the objective functional $\Theta$ in Algorithm 3 is obtained similarly as in [35, Theorem 6].

THEOREM 5.4. Let $F$ be convex and satisfy the Conditions 1-3 of Assumption 2. Let $\left\{u^{n}\right\}$ be generated by Algorithm 3, and $u^{*}$ be a minimizer of problem (3.1). Then for any $n \geqslant 1$

$$
\Theta\left(u^{n}\right)-\Theta\left(u^{*}\right) \leqslant \frac{C\left\|u^{0}-u^{*}\right\|^{2}}{n^{2}} \quad(C=L / q)
$$

Proof. Note that if $s^{n}$ satisfies the condition in Step 4 of Algorithm 3, then it also satisfies the condition $\left({ }^{* *}\right)$ of the accelerated method in [35]; see [35, Lemma 4]. Thus, the theorem's proof is done similarly as that in [35, Theorem 6].
6. Numerical examples. In this section, we implement the algorithms described above for a parameter identification problem for an elliptic partial differential equation. We will use the notation which is customary in this field, i.e., the quantity searched for is now denoted by $a$ and $u$ denotes the solution of the elliptic equation, which is also the data for this problem. To be precise, we aim at estimating the coefficient $a$ in the elliptic boundary problem

$$
\begin{align*}
-\operatorname{div}(a \nabla u) & =y \text { in } \Omega \subset \mathbb{R}^{2},  \tag{6.1}\\
u & =0 \text { on } \partial \Omega,
\end{align*}
$$

with a fixed $y \in L^{2}(\Omega)$. Let $a^{*}$ denote the parameter to be recovered and let $u^{*}$ denote the solution of (6.1) with parameter $a^{*}$ and right-hand side $y$. As data we assume that $u^{\delta}$ is given, where $u^{\delta}$ is the solution of the elliptic equation with parameter $a^{*}$ but perturbed right-hand side $y^{\delta}$ with $\left\|y-y^{\delta}\right\|_{L_{2}} \leq \delta$. Hence, the available data satisfy $\left\|u^{*}-u^{\delta}\right\|_{H^{1}(\Omega)} \leq C \delta$ with a certain positive constant. Our task is to determine an approximation of $a^{*}$ from $u^{\delta}$.

A number of papers, such as $[1,9,10,18,23,26,29,30,31,39,41,42]$, have examined this problem or variations of it; see also [3].

We let

$$
\mathcal{A}=\left\{a \in L^{\infty}(\Omega): 0<\underline{a} \leqslant a \leqslant \bar{a}, \operatorname{supp}\left(a-a^{0}\right) \subset \subset \Omega\right\}
$$

and define $K: \mathcal{A} \subset L^{\infty}(\Omega) \rightarrow H_{0}^{1}(\Omega), a \mapsto u$, the solution operator of (6.1) with fixed $y$. The parameter identification problem regularized by sparsity constraints leads us to the following constrained minimization problem

$$
\min _{a \in \mathcal{A}} \Theta(a)=\int_{\Omega} a\left|\nabla K(a)-\nabla u^{\delta}\right|^{2} d x+\alpha \Phi_{p}\left(a-a^{0}\right)
$$

We set $\Theta(a)=+\infty$ if $a \notin \mathcal{A} \cap \operatorname{dom}(\Phi)$. Then this problem is equivalent to

$$
\min _{a \in L^{2}(\Omega)} \Theta(a)=\int_{\Omega} a\left|\nabla K(a)-\nabla u^{\delta}\right|^{2} d x+\alpha \Phi_{p}\left(a-a^{0}\right)
$$

It is known that $F(a)=\int_{\Omega} a\left|\nabla K(a)-\nabla u^{\delta}\right|^{2} d x$ is convex and Lipschitz differentiable with respect to the $L^{\infty}$-norm [23], but the Lipschitz differentiability of it with respect to the $L^{2}$-norm is, to the best of our knowledge, unknown. However, we will see that the algorithms work well for this problem. This fact also concerns Remark 4.1.

$$
F^{\prime}(a) h=-\int_{\Omega} h\left(|\nabla K(a)|^{2}-\left|\nabla u^{\delta}\right|^{2}\right) d x
$$

For illustrating our algorithms, we assume that $\Omega$ is the unit disk and

$$
a^{*}\left(x_{1}, x_{2}\right)=\left\{\begin{array}{ll}
4 & \left(x_{1}, x_{2}\right) \in B_{0.4}(0,0.3) \\
1 & \text { otherwise }
\end{array}, \quad y\left(x_{1}, x_{2}\right)=4 a^{*}\right.
$$

where $B_{r}\left(x_{1}, x_{2}\right)$ is the disk with center at $\left(x_{1}, x_{2}\right)$ and radius $r$. Here, we take $a^{0}=1$ and thus $a^{*} \in \mathcal{A}$ since $\operatorname{supp}\left(a^{*}-a^{0}\right) \subset \subset \Omega$.

We discretized the problems (forward and inverse) by the finite element method [42] and set

$$
\Phi_{p}(\vartheta)=\sum_{k=1}^{N}\left|\left\langle\vartheta, \varphi_{k}\right\rangle_{L^{2}(\Omega)}\right|^{p}
$$

where $\left\{\varphi_{k}\right\}_{k=1, \ldots, N}$ is the basis consisting of piecewise linear finite elements in the discretized space. Since we assume that $\operatorname{supp}\left(a^{*}-a^{0}\right) \subset \subset \Omega$ is small, many coefficients of the unknown parameter $\left\langle a^{*}-a^{0}, \varphi_{k}\right\rangle_{L^{2}(\Omega)}$ are equal to zero, i.e., $a^{*}-a^{0}$ has a sparse expansion in the basis of the finite element method.

To obtain $u^{*}$ and $u^{\delta}$, we solve (6.1) by the finite element method on a mesh with 1272 triangles. The solution of (6.1) as well as the parameter $a$ are represented by piecewise linear finite elements. The algorithms described in the previous section will compute a sequence $a^{n}$ for approximating $a^{*}$. In order to maintain the ellipticity of the operator, we add as usual an additional truncation step in the numerical procedure, which, however, is not covered by our theoretical investigation, i.e., we cut off values of $a^{n}$ which are below $a^{0}=1$ in each iteration.

In the remainder of this section we describe the following experiments: at first, we compare the effect of our choice of parameters in the gradient method with other choices proposed in [5, 35], i.e., we compare

- Algorithm 1: method of quadratic approximations with step sizes chosen according to Algorithm 1 and $q=0.5,[\underline{s}, \bar{s}]:=\left[10^{-2}, 10^{2}\right], \alpha:=5 \cdot 10^{-5}$.
- Algorithm 1N: gradient method of [35] with $\gamma_{u}=\gamma_{d}=2$.
- Algorithm 1B: gradient method of [5] with $\eta=2$, i.e., this is ISTA with backtracking.
Secondly, we compare the gradient method with its accelerated versions Algorithm 2 and Algorithm 3. For Algorithm 1, Algorithm 2, and Algorithm 3 we set $q=0.5, \alpha:=5 \cdot 10^{-5}$, and $[\underline{s}, \bar{s}]:=\left[10^{-2}, 10^{2}\right]$. We measure the convergence of the computed minimizers to the true parameter $a^{*}$ by considering the mean square error sequence

$$
\operatorname{MSE}\left(a^{n}\right)=\int_{\Omega}\left(a^{n}-a^{*}\right)^{2} d x
$$

6.1. Numerical experiments with $\delta=0$. We first discuss numerical results without noise, i.e., $u^{\delta}=u^{*}$. Figure 6.1 displays the resulting step sizes $\frac{1}{s^{n}}$ in Algorithm 1, Algorithm 1B, and Algorithm 1N for the first 300 iterations. Large but controlled step sizes are preferable for fast convergence. Towards the end of the iteration, the step sizes in Algorithm 1 are typically larger than those of the others. The step sizes in Algorithm 1B are the smallest. Furthermore, we observe that the initial guesses for the step sizes in Algorithm 1 and Algorithm 1B always satisfy the conditions in Lemma 3.6, but Algorithm 1N needs some iterations to establish them. Therefore, Algorithm 1 N takes more time than Algorithm 1 and Algorithm 1B; see Figure 6.2. Figure 6.1 shows that $\left\{M S E\left(a^{n}\right)\right\}$ in Algorithm 1B decreases most slowly. In the first iterations, $\left\{M S E\left(a^{n}\right)\right\}$ in Algorithm 1N decreases faster than that in Algorithm 1, but after that it decreases more slowly.

The decrease of the objective functionals is illustrated in Figure 6.2. In this example, Algorithm 1 exhibits the best convergence rate.

Figure 6.3 displays $a^{*}$ and $a^{n}$ with $n=300$ for all three algorithms. It shows that the algorithms recover $a^{*}$ very well and Algorithm 1 gives the best approximation of $a^{*}$ with a fixed number of iterations.

From this analysis, we conclude that the step sizes computed by (4.2) are preferable; they are typically larger than those chosen by the other algorithms and they always satisfy the conditions in Lemma 3.6.

Now we compare Algorithm 1 with its accelerated versions (Algorithm 2 and Algorithm 3). Figure 6.4 displays the values of the step sizes $\frac{1}{s^{n}}$ in Algorithm 1, Algorithm 2, and Algorithm 3. We observe that the initial guesses for the step sizes in Algorithm 1 and Algorithm 2 always satisfy the conditions in Step 2, but the initial guess in Algorithm 3 often needs


Fig. 6.1. The values of $\frac{1}{s^{n}}$ and $\operatorname{MSE}\left(a^{n}\right)$ in Algorithm 1, Algorithm 1B, and Algorithm $1 N$.


Fig. 6.2. The decrease rate of $\Theta\left(a^{n}\right)$ in Algorithm 1, Algorithm 1B, and Algorithm 1N.
one refinement iteration in order to satisfy the condition in Step 4 of Algorithm 3. Moreover, we observe that the convergence order is $O\left(1 / n^{2}\right)$ for Algorithm 2 and Algorithm 3 as predicted by the analytic results of the previous section. Hence, these algorithms converge faster than Algorithm 1. This is confirmed in Figure 6.5.

The convergence rate of the objective functional with respect to the number of iterations and the computational time is illustrated in Figure 6.5. During the first iterations, the convergence rate of Algorithm 3 is faster than that of Algorithm 2. The convergence rate is the slowest for Algorithm 1. This agrees with the theory; see Theorem 3.12, Theorem 5.1, and Theorem 5.4. However, this is slightly misleading since each iteration of the accelerated algorithms needs more time than the original algorithm. Overall, the convergence of the functional values with respect to the computational time is equivalent for all versions.

Figure 6.6 illustrates $a^{*}$ and $a^{n}$ with $n=300$ computed by all three algorithms. The accelerated algorithms reconstruct the parameter $a^{*}$ better than Algorithm 1. The reconstructions of $a^{*}$ in Algorithm 2 and Algorithm 3 are almost exact.
6.2. Numerical experiments with noisy data. This section deals with noisy data. To obtain $u^{\delta} \in H_{0}^{1}(\Omega)$, we first choose $y^{\delta}=y+5 \frac{R}{\|R\|_{L^{2}(\Omega)}}$, where $R$ is computed with the MATLAB routine $\operatorname{randn}(\operatorname{size}(y))$ with setting $\operatorname{randn}\left({ }^{\prime}\right.$ state $\left.^{\prime}, 0\right) . u^{\delta}$ is then obtained by solving (6.1) with $y$ replaced by $y^{\delta}$. We obtain

$$
\left\|u^{\delta}-u^{*}\right\|_{H^{1}(\Omega)}=0.0928 \approx 0.1, \frac{\left\|u^{\delta}-u^{*}\right\|_{H^{1}(\Omega)}}{\left\|u^{*}\right\|_{H^{1}(\Omega)}}=0.0044 .
$$

Figure 6.7 displays the step sizes $\frac{1}{s^{n}}$ of Algorithm 1, Algorithm 1B, and Algorithm 1N. Similar to the case of exact data, Algorithm 1 tends to choose larger step sizes and Al-


FIG. 6.3. 3D-plots and contour plots: a) exact $\left.\left.a^{*} ; b\right)-d\right) a^{n}$ with $n=300$ in Algorithm 1, Algorithm 1B and Algorithm 1N, respectively.


FIG. 6.4. The values of $\frac{1}{s^{n}}$ and $\operatorname{MSE}\left(a^{n}\right)$ in Algorithm 1, Algorithm 2, and Algorithm 3.
gorithm 1B chooses the smallest step sizes. In this case, the interval $[\underline{s}, \bar{s}]$ is needed for Algorithm 1 at some iterations otherwise the step sizes computed by the Barzilai-Borwein rule without using the projection $P_{\left[\bar{s}^{-1}, s^{-1}\right]}$ are out of the interval $[\underline{s}, \bar{s}]$, e.g., at some iterations in the blue ellipses in the figure. The figure also shows that $\left\{\operatorname{MSE}\left(a^{n}\right)\right\}$ in Algorithm 1B decreases most slowly. During the first iterations, $\left\{\operatorname{MSE}\left(a^{n}\right)\right\}$ in both Algorithm 1 and Algorithm 1N decrease fast, but the error increases again after a few iterations. This might have several reasons. We suspect that the regularization parameters were chosen too small ( $\alpha=5 \cdot 10^{-5}$ ), i.e., the resulting ill-conditioned system shows the typical semiconvergent behavior of iteration methods for inverse problems. If we change the value of $\alpha$, then the shape and values of the sequences $\operatorname{MSE}\left(a^{n}\right)$ in the algorithms are changed too, but the semi-convergent behavior will be observed after a certain number of iterations. As a remedy, a suitable stopping criterion could be incorporated. Such a criterion could be that the algorithms is stopped when $\left|\Theta\left(a^{n}\right)-\Theta\left(a^{n-1}\right)\right| \leq \epsilon$ for some $\epsilon$ small enough. Alternatively the discrepancy principle [17] could be used, or one of the $\epsilon$-free stopping criteria described, e.g., in $[22,25,27,28]$ could be adapted to the present nonlinear situation. However, we do not consider these problems in this paper and such a criterion is not used here.

Figure 6.8 shows that the decay rate of $\Theta\left(a^{n}\right)$ in Algorithm 1 is the fastest with respect to the iteration counter and time. Similar to the noise free case, the computational time of Algorithm 1 N is higher than that of Algorithm 1, and Algorithm 1B spent the least time.

In both two cases, exact data and noisy data, the initial guesses of the step sizes computed by (4.2) are efficient in practice. They are adaptive and large enough; only occasionally further iterations are needed for reducing the step sizes in order to satisfy the respective criteria.

Figure 6.9 displays $a^{*}$ and $a^{n}$, where $n$ is taken with respect to the minimum values



Fig. 6.5. The decrease rate of $\Theta\left(a^{n}\right)$ in Algorithm 1, Algorithm 2, and Algorithm 3.


FIG. 6.6. 3D-plots and contour plots: a) exact $a^{*}$; b)-d) $a^{n}$ with $n=300$ in Algorithm 1, Algorithm 2, and Algorithm 3, respectively.


FIG. 6.7. The values of $\frac{1}{s^{n}}$ and $\operatorname{MSE}\left(a^{n}\right)$ in Algorithm 1, Algorithm 1B, and Algorithm $1 N$.


Fig. 6.8. The decrease rate of $\Theta\left(a^{n}\right)$ in Algorithm 1, Algorithm 1B, and Algorithm 1N.


FIG. 6.9. 3D-plots and contour plots of $a^{*}$ and $a^{n}$ in Algorithm 1, Algorithm 1B, and Algorithm 1N.


FIG. 6.10. The values of $\frac{1}{s^{n}}$ and $M S E\left(a^{n}\right)$ in Algorithm 1, Algorithm 2 and Algorithm 3.
of $\operatorname{MSE}\left(a^{n}\right)$ in Algorithm 1, Algorithm 1B, and Algorithm 1N, respectively. It shows that the algorithms still recover $a^{*}$ quite well and have the same accuracy.

Now we consider Algorithm 1 and its accelerated versions (Algorithm 2 and Algorithm 3). Figure 6.10 shows that the minimum values of $\operatorname{MSE}\left(a^{n}\right)$ in Algorithm 2 and Algorithm 3 are smaller than that of Algorithm 1. Therefore, with a suitable stopping criterion, the accelerated algorithms can obtain good approximations of $a^{*}$.

In Figure 6.11, the convergence rate of $\Theta\left(a^{n}\right)$ in Algorithm 1 is the slowest. They seem to be the same in Algorithm 2 and Algorithm 3, and the two accelerated algorithms still take more time than the original algorithm.

Figure 6.12 illustrates $a^{*}$ and $a^{n}$, where $n$ is taken with respect to the minimum values of $\operatorname{MSE}\left(a^{n}\right)$ in Algorithm 1, Algorithm 2, and Algorithm 3, respectively. Here, $\operatorname{MSE}\left(a^{n}\right)$ in Algorithm 2 and Algorithm 3 are smaller than that in Algorithm 1.
7. Conclusion. We have proposed an algorithm based on quadratic approximations as well as two accelerated versions for the minimization problem

$$
\min _{u \in \mathcal{H}} \Theta(u):=F(u)+\Phi(u),
$$

where $\mathcal{H}$ is a Hilbert space, $F: \mathcal{H} \rightarrow \mathbb{R}$ is a smooth but not necessarily convex mapping and $\Phi: \mathcal{H} \rightarrow \mathbb{R}$ is defined by $\Phi(u)=\alpha \sum_{k \in \Lambda} \omega_{k}\left|\left\langle u, \varphi_{k}\right\rangle\right|^{p}$, where $p \in[1,2]$, $\omega_{k} \geqslant \omega_{\min }>0, \forall k$, and $\left\{\varphi_{k}\right\}$ is an orthonormal basis of $\mathcal{H}$.

Under Assumption 2, Algorithm 1 is proved to converge. We have also analyzed different strategies for improving the step size selection. In addition, if $F$ is convex then Algorithm 2 and Algorithm 3 are proved to converge. The convergence rate of the objective functional $\Theta$ in Algorithm 1 is $O(1 / n)$, two accelerated algorithms (Algorithm 2 and Algorithm 3) are of order $O\left(1 / n^{2}\right)$. This rate is known to be optimal for general gradient methods. The numerical examples demonstrate the efficiency of the algorithms.


FIG. 6.11. The decrease rate of $\Theta\left(a^{n}\right)$ in Algorithm 1, Algorithm 2 and Algorithm 3.


Fig. 6.12. 3D-plots and contour plots of exact $a^{*}$ and $a^{n}$ in Algorithm 1, Algorithm 2 and Algorithm 3.
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